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Abstract

We consider the task of distinguishing whether a quantum system is prepared in a state
from one of several sets of quantum states. Assuming their convexity and stability under ten-
sor product, we prove that the optimal error exponent for discrimination is precisely given by
the regularized quantum Chernoff divergence between the sets, thereby establishing a gen-
eralized quantum Chernoff bound for the discrimination of multiple sets of quantum states.
This extends the classical and quantum Chernoff bounds to the general setting of composite
and correlated quantum hypotheses. Furthermore, leveraging minimax theorems, we show
that discriminating between sets of quantum states is no harder than discriminating between
their worst-case elements in terms of error probability. This implies the existence of an op-
timal state-agnostic test that achieves the minimum error probability for all states in the sets,
matching the performance of the optimal state-dependent test for the most difficult pair of
states. We provide explicit characterizations of the optimal state-agnostic test in the binary
composite case. Finally, we show that the maximum overlap between a pure state and a set of
free states, a quantity that frequently arises in quantum resource theories, is equal to the quan-
tum Chernoff divergence between the sets, thereby providing an operational interpretation of
this quantity in the context of symmetric hypothesis testing.
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1 Introduction

Hypothesis testing is a fundamental method for deciding between competing explanations of ob-
served data. It provides a rigorous framework for making decisions under uncertainty and is cen-
tral to statistics, information theory, and many applied fields such as signal processing, machine
learning, and experimental physics [LR22]. The main goal of hypothesis testing is to determine
which of several possible models or probability distributions best describes a set of observations,
while keeping the probability of making an error as low as possible. In the classical setting, Cher-
noff showed that, when many independent samples are available, the probability of error decreases
exponentially with the number of samples. The rate at which this error probability decays is pre-
cisely given by the celebrated Chernoff bound [Che52], which quantifies the fundamental limit of
distinguishability between two hypotheses.

Quantum Chernoff bound between two quantum states. The Chernoff bound has been ex-
tended to the quantum setting, where the task is to distinguish between two quantum hypotheses:
the system is prepared either in state p; (the null hypothesis) or in state ps (the alternative hy-
pothesis). In the Bayesian framework, each hypothesis is assigned a prior probability, denoted
by 71 and 7o. Operationally, discrimination is performed using a two-outcome positive operator-
valued measure (POVM) { M1, Ms}, where My + My = I. According to Born’s rule in quantum
mechanics, the average error probability for this measurement is given by

Pe({My, Mz}, {p1, p2}) := m1 Tr[p1 (I — M1)] + w2 Tr[pa (I — My)]. ()
The objective is to minimize the average error probability over all possible POVMs:
Pemin({p1, p2}) i= inf { P.({M1, Mo}, {p1, p2}) : (M1, Mz} € POVM). (@)

A landmark result by Audenaert et al. [ACMT"07] and Nussbaum and Szkota [NS09] estab-
lished that, in the asymptotic regime, the optimal error probability decays exponentially with the
number of copies, with the optimal exponent given by

_ 1
Tim == 1og Peuin({p", 75"} = Clprp2), ()
where the quantum Chernoff divergence is defined as
Clprllp2) = max —log Qa(pillp2), with Qalprllpa) = Trlpfpy "] )
This result, known as the quantum Chernoff bound, characterizes the optimal exponential rate at

which the error probability decays when discriminating between two independent and identically
distributed (i.i.d.) quantum states.



Quantum Chernoff bound for multiple quantum states. The quantum Chernoff bound has
also been extended to the discrimination of multiple quantum hypotheses. Consider r quantum
states {p; };_, with prior probabilities {m;};_;. Let {A;};_; be a POVM, i.e., a collection of
positive semidefinite operators that sum to the identity. The average error probability for discrim-
inating among these r quantum states is given by

Po({M}Yi_1ApiYizy) == D mi Te[pi(1 — M;)]. )

i=1

Optimizing over all POVMs, the minimum error probability is defined as

Peomin({pi¥iza) 1= inf { PL{MY iy, {piicy) : {Mi}iy € POVMY. ©)
Li showed that [Li16], in the asymptotic regime,

. 1 .

Jim_ —1og Pe.min ({67 }iz1) = min Cpillpy), ™)
where C(p;||p;) is the quantum Chernoff divergence between states p; and p;. This result gen-
eralizes the binary quantum Chernoff bound to the case of multiple quantum states, showing that

the optimal error exponent is determined by the pair of states that are hardest to distinguish.

Quantum Chernoff bound for multiple sets of quantum states. In many practical scenarios,
the states to be distinguished are not fully specified (i.e., composite hypotheses [BP10, BHLP20,
BBH21, MSW22, HY25, HT16, DWH25]), such as in adversarial or black-box settings [FFF25a,
WT24], and may exhibit correlations that preclude a simple tensor product structure (i.e., corre-
lated hypotheses [HMOQ07, HMOO08, MO15, HI25]). In this context, the task is to discriminate
between multiple sets of correlated quantum states (see Figure 1). That is, a tester receives sam-
ples prepared according to one of the sets 4. ,, and determines, via a quantum measurement
{M; » }i_,, from which set the samples originate.

Sample ] ——Pp (gl,n
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s ~— ., m | /'/// Jn
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i 7 ——p Cgr,n
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Figure 1: Quantum hypothesis testing for multiple sets of quantum states %1, - - - , Gr.n.

More precisely, consider the problem of discriminating among r sets of quantum states, de-
noted by %;,, for i € {1,...,r}, where each set is associated with a prior probability 7; such
that >/, m; = 1. The goal is to determine, via quantum measurement, from which set a given
quantum state is drawn, without knowledge of the specific state within each set. Let {Af; ,}_; be
a POVM for any given n € N, where each M; ,, corresponds to the decision that the state is drawn
from set €; . For each 4, Tr[p; ,,(I — M, ;)] represents the probability of incorrectly rejecting set
©;,n when the true state is p;,, € 6; . Since the specific state within each set is unknown, we
adopt a worst-case approach and define the error probability as the supremum, over all possible
choices of states from each set, of the average probability of incorrectly identifying the set:

Pe({Mi,n}gzla {%i,n}?;:l) ‘= sup {Z Uy Tr[pz,n(f - Mz,n)] 1 Pin € Cgi,n7Vi} . (8
=1



To characterize the fundamental limit of discrimination, we minimize the worst-case error
probability over all possible POVMs:

Peimin({€in}ie1) o= inf { Pe({Min Yo, {Gin}is) - {Min}ig €POVM . )

This quantity characterizes the optimal error probability for discriminating among multiple sets of
quantum states, accounting for the worst-case selection of states from each set. We are interested
in the asymptotic behavior of the minimum error probability:

Jim 1o P ({%h,)1) = 7 (10)

Discriminating between composite and correlated hypotheses (i.e., sets of quantum states)
presents several significant challenges. First, discrimination strategies must be state-agnostic,
ensuring that the error probability is uniformly controlled for every possible state within each set,
regardless of which specific state is sampled. Second, the optimization problem naturally takes
a minimax form, requiring a simultaneous maximization over all possible states in the sets and
minimization over all quantum measurements. Third, the absence of an i.i.d. structure complicates
the asymptotic analysis, as standard techniques based on tensor product structures are no longer
directly applicable. Fourth, it becomes necessary to define suitable extensions of the quantum
Chernoff divergence to sets of quantum states that both recover known results for i.i.d. sources
and accurately capture the essential features of the general composite correlated setting.

Existing results do not directly address this general scenario. While recent progress has been
made in the asymmetric (Stein’s) regime for binary hypotheses, where the type-II error is min-
imized subject to a constraint on the type-I error [FFF24], the symmetric hypothesis testing for
multiple sets of quantum states remains open. In this work, we resolve this gap by establishing
generalized quantum Chernoff bounds for the discrimination of multiple sets of quantum states,
thereby extending the quantum Chernoff bound to the general composite correlated settings.

Summary of main results.

* (Chernoff bounds:) We establish generalized quantum Chernoff bounds for the discrimina-
tion of multiple sets of quantum states. Specifically, Theorem 5.1 (for binary hypotheses)
and Theorem 6.1 (for multiple hypotheses) demonstrate that, under the assumptions of con-
vexity and stability under tensor product, the optimal error exponent is exactly characterized
by the regularized Chernoff divergence between the sets. These results unify and extend the
classical and quantum Chernoff bounds to the general setting of composite and correlated
hypotheses, encompassing several previously known results as special cases.

* (Optimal tests:) In Theorem 4.1, we show that discriminating between sets of quantum
states is no harder than discriminating between their most difficult elements, in terms of
error probability. This minimax characterization guarantees the existence of an optimal
state-agnostic test that achieves the minimum error probability for all states in the sets,
matching the performance of the optimal state-dependent test for the hardest pair of states.
Furthermore, Theorem 4.2 provides an explicit construction of the optimal state-agnostic
test via the Holevo-Helstrom test in the binary composite hypothesis setting.

* (Operational interpretation:) Theorem 7.1 provides an operational interpretation of the
maximum overlap between a pure state and a set of free states, a quantity that frequently
arises in quantum resource theories, as the optimal error exponent in symmetric hypothesis
testing, justifying the overlap as a meaningful measure of distinguishability in this context.



Organization of the paper. The remainder of this paper is organized as follows. Section 2 in-
troduces notation, minimax theorems, and useful lemmas. Section 3 defines the quantum Chernoff
divergence between sets of quantum states, establishes its properties, and discusses computability
and nonadditivity. Section 4 presents a minimax characterization of the optimal error probability
and constructs the optimal test for binary composite hypotheses. Section 5 proves the quantum
Chernoff bound for two sets of quantum states, and Section 6 extends the result to multiple sets.
Section 7 provides an operational interpretation of the maximum overlap with free states in re-
source theories. Section 8 concludes with a discussion of open questions and future directions.

2 Preliminaries

2.1 Notations

We adopt the following notational conventions throughout this work. Finite-dimensional Hilbert
spaces are denoted by H, with |H| representing their dimension. The set of all linear operators
on H is denoted by £ (H ), while .7#°(H) and .77, (H) denote the sets of Hermitian and positive
semidefinite operators on H, respectively. The set of density matrices (i.e., positive semidefinite
operators with unit trace) on # is denoted by 2 (). Calligraphic letters such as <7, &, and €
are used to denote sets or sequences of sets of linear operators. Unless otherwise specified, all
logarithms are taken to base two and denoted by log(xz). The positive semidefinite ordering is
written as X > Y if and only if X — Y > 0. The absolute value of an operator X is defined
as | X| := (XTX)Y2. For a Hermitian operator X with spectral decomposition X = ", z;E;,
the projection onto the non-negative eigenspaces is denoted by {X > 0} := Zmi>0 E;. The Petz
Rényi divergence is define by Dr o (p1]|p2) := =25 log Qa(p1|p2) and its extension to two sets
of quantum states €| and %5 is defined as Dy (61 |62) := inf ), c4, poctr Dra(pilp2)-

2.2 Minimax theorems

Consider a function f : X x Y — R where X,Y C .Z are nonempty subsets of linear operators,
respectively. We always have the minimax inequalty,

. _
sup inf f(z,y) < inf

up Inf sug fz,y). (11)
y

ye
If the equality holds, we call it minimax equality and the value on both sides are minimax value.
The minimax equality is a very important property in optimization and game theory.

Definition 2.1 A pair of solutions x* € X and y* € Y is called a saddle point of f if

f@®y) < fa",y") < flo,y"), VzeX,yeY. (12)

Remark 2.1 From the definition, it is clear that (x*,y*) is a saddle point of f if and only if
e X, y* €Y, and

sup f(z*,y) = f(z*,y") = inf f(z,y"). (13)
yey rzeX

That is, x* minimizes against y* and y* maximizes against x*.

We also recall a standard characterization of saddle points from convex optimization; see, for
example, [Ber09, Section 3.4]. We restate it here and present the proof for completeness.

Lemma 2.1 A pair of solutions (x*,y*) is a saddle point of f if and only if the minimax equality
holds and x* is an optimal solution of the problem

zeX yEY

min <sup f(:c,y)) , (14)



while y* is an optimal solution of the problem

yeY \zeX

max <1nf f(x, y)) (15)

Proof. Suppose that z* is an optimal solution of the problem (14) and y* is an optimal solution of
the problem (15). Then we have

sup mf f(z,y) = inf f(z,y*) < f(az*,y") <sup f(z*,y) = mf sup f(z,y), (16)
yey z€X zeX yey X yey

where the two equalities follow from the optimality of x* and y*. Therefore, if the minimax
equality holds, then equality holds throughtout above, so that

sup f(z*,y) = f(2*,y") ing)f(f(l‘,y*)- (17)

yey

From Remark 2.1, we know that (*, y*) is a saddle point of f.
Conversely, if (z*, y*) is a saddle point of f, then we have from Eq. (13) that

inf sup f(z,y) <sup f(z*,y) = f(z",y") = inf f(z,y") <sup mf fz,y). (18)

Combined with the minimax inequality, we conclude the minimax equality. Therefore, equality
holds throughtout above, so that =* is an optimal solution of the problem (14) and y* is an optimal
solution of the problem (15). ]

The following lemma is a minimax theorem that account for the infinity values of the func-
tion [FRO6, Theorem 5.2]. Let X be a convex set in a linear space. A function f : X —
(—o0, —o0] is convex, if f(pr + (1 —p)y) < pf(x) + (1 — p) f(y), the multiplication 0 - f(z) is
interpreted as 0 and p - +00 = +o0 for p # 0. Similar definiton holds for concave functions.
Lemma 2.2 Let X be a compact, convex subset of a Hausdorff topological vector space and Y
be a convex subset of the linear space. Let f : X XY — (—00, +00] be lower semicontinuous on
X forfixedy € Y, and f is convex in the first and concave in the second variable. Then

sup inf f(z,y) = mf sup f(z,y). (19)
yey 2€X X yey

Another minimax theorem is given by [MH11, Corollary A.2] or [MH23, Lemma II.2].

Lemma 2.3 Let X be a compact topological space, Y be an ordered set, and let f : X x Y —
R U {£oo} be a function. Assume that (i) f(-,y) is upper semicontinuous for every y € Y, and
(ii) f(x,-) is monotonic increasing (or decreasing) for every x € X. Then

sup inf f(z,y) = inf sup f(z,y), (IL5)
zeX YEY YEY zeX

and the suprema can be replaced by maxima.

2.3 Useful lemmas

The following lemmas are standard results in mathematical analysis and will be used frequently
in our proofs. For detailed proofs, see, e.g., [BDB23, Lemma 2.8, 2.9].

Lemma 2.4 Let X be a nonempty compact topological space, and let f : X — R be a function.
Then if f is upper semicontinuous, it attains its maximum, meaning there is some x € X such that
forallx' € X, f(2') < f(x). Similarly, if f is lower semicontinuous, it attains its minimum.



Lemma 2.5 Let X be a topological space, let I be a set, and let { f; }ic1 be a collection of func-
tions f; : X — R. Then if each f; is upper semicontinuous, the function f(x) = inf;c; fi(x) is
also upper semicontinuous. Similarly, if each f; is lower semicontinuous, the pointwise supremum
is lower semicontinuous.

The proof of the quantum Chernoff bound relies on two key lemmas, which will also play a
central role in our analysis.

Lemma 2.6 Forany V,W € J¢,, it holds that [Hol72, Hel69]

. 1
oglﬁfgl Tr[(f — M)V] 4+ Tr[MW] = i(Tr[V + W] = ||V =W|h). (20)

Lemma 2.7 Let V,W € 5, and o € [0, 1]. It holds that [ACMT"07]

Te[VOW =] > - Te[V + W — |V — W] 1)

N =

3 Quantum Chernoff divergence between sets of quantum states

In this section, we introduce the quantum Chernoff divergence between sets of quantum states,
which generalizes the concept from individual states to sets and serves as a fundamental measure
of their distinguishability. For convex sets, this divergence admits a minimax characterization
as shown in Theorem 3.1 in terms of the Chernoff quasi-divergence, and this relation extends to
the asymptotic case for stable sequences of sets. Notably, the Chernoff divergence between sets
can exhibit strict subadditivity, as demonstrated by an explicit example in Example 3.1, which
underscores the importance of regularization in its definition for sequences of sets.

Definition 3.1 (Quantum Chernoff divergence between two sets of quantum states.) Let H be a
finite-dimensional Hilbert space, and let 6,6y C P(H) be two sets of quantum states. The
quantum Chernoff divergence between these sets is defined as

C(61]|%2) := inf C(p1]|p2). (22)
P1EGL
pP2E€G2

Moreover, let €1 = {61 n}neny and €2 = {625 }nen be two sequences of sets of quantum
states, where each €y, €2.n, C 2(H®™). The regularized quantum Chernoff divergence between
these sequences is defined as

C(%[63) = liminf - C(%,1]63,). 23)

—00 . 1

C (61]|%2) := limsup EC(%LnH%Zn)- (24)
n—oo

If the following limit exists, we define the regularized Chernoff divergence as
.1
Cw((ngigg) = lim *C(%]_ynH%Q,n). (25)
n—oo N

Remark 3.1 (Attainment.) The quantum Chernoff divergence can be written in terms of the Petz
Rényi divergence as C(p1]|p2) = supae(o,1)(1 — @) Dea(p1llp2). For any fixed o, De o(p1lp2)
is lower semicontinuous in (p1, p2) € iy X Ay [MH23, Proposition II1.11]. Since C(p1]|p2)
is the pointwise supremum of lower semicontinuous functions, it is itself lower semicontinuous in
(p1, p2) by Lemma 2.5. Therefore, if the sets €, and €5 are compact, Lemma 2.4 implies that the
infimum in the definition of C(61|/62) is attained.

In many application scenarios, the sequences of sets under consideration are not arbitrary but
possess a structure that is compatible with tensor products. This property, known as stability (or
closeness) under tensor product, is formalized as follows.




Definition 3.2 (Stable sequence.) Let 61 C . (H1), €2 C H#:(Ho), and €5 C 4 (H1 @ Ha).
We say that {61, %2, 63} is stable under tensor product if, for any X1 € €1 and Xo € 6, it
holds that X1 ® Xy € €3. In short, we write €1 @ 62 C 3. A sequence of sets {6y, } nen with
6n C A (HO™) is called stable under tensor product if €, @ € C Cpym for all n,m € N.

Remark 3.2 (Subadditivity.) By its operational meaning, the quantum Chernoff divergence is
additive under n-fold tensor product states, i.e., for any n € N, C(pS"||p5™) = nC(p1||p2).
More generally, the Chernoff divergence is subadditive under tensor products of different states:

Cp1 @ o1p2 ® 02) < C(p1llp2) + Clo1llo2). (26)

This can be seen as follows:

C(p1 ® o1l|p2 ® 02) = max, log Qa(p1 ® o1]|p2 ® 02) (27)
= Jnax —log Qa(p1lp2) — log Qu(o1|o2) (28)
< max —logQa(p1]p2) + max —log Qq(o1o2) (29)
acl0,1] a€[0,1]
= C(p1llp2) + C(o1l|o2), (30)

where the second equality uses the multiplicativity of Q) under tensor products, and the inequality
follows from splitting the maximization over o for each term.

Remark 3.3 (Limit existence.) As a consequence of the subadditivity of the Chernoff divergence
in Eq. (26), its extension to sets of quantum states is also subadditive, provided that the sequences
61 = {C1,n}nen and €5 = {Co p, }nen are both stable under tensor product [FFF24, Lemma 26].
Therefore, the regularized quantum Chernoff divergence exists by Fekete’s lemma and satisfies

o . 1
C*(61||62) = C (61]|62) = C*(41|62) = inf ;C(‘KMH%W). (31)

At the end of this section, we provide an explicit example in Example 3.1 demonstrating that the
quantum Chernoff divergence between two sets can be strictly subadditive, thereby illustrating the
necessity of regularization in general.

Analogous to the extension of the quantum Chernoff divergence to sets of quantum states, we
also generalize the quantum Chernoff quasi-divergence.

Definition 3.3 (Quantum Chernoff quasi-divergence between two sets of quantum states.) Let
a € [0,1] and H be a finite-dimensional Hilbert space. Let €1,%2 C Z(H) be two sets of
quantum states. The quantum Chernoff quasi-divergence between these sets is defined as

Qa(1]|62) == sup Qa(p1llp2)- (32)
P1EGL

P2EG
Moreover, let 61 = {615} nen and €5 = {62 tnen be two sequences of sets of quantum
states, where each €\ 5, 62, C D(H®™). The regularized quantum Chernoff quasi-divergence
between these sequences is defined as

QY (61]62) = lim inf[Qu (1,0 2n)] (33)
QX (%1||6s) = lim sup|Qa (Gin||Gon)] 7 (34)

If the following limit exists, we define the regularized Chernoff quasi-divergence as

QX (G %) = 1im [Qu(1|2)]. 35)

3=
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Remark 3.4 (Limit existence.) The multiplicativity of the quantum Chernoff quasi-divergence
under tensor product implies that its extension to sets is supermultiplicative, provided that the
sequences are stable under tensor product. Consequently, the regularized quasi-divergence exists
by Fekete’s lemma and satisfies

S|=

QX (%1]|6) = Qn (€1]|6) = Q™ (%1[|6) = Sl;li[@a((gl,nH(gZ,n)] : (36)

While the quantum Chernoff divergence and quasi-divergence between two states are directly
related through their definitions, we have thus far extended these quantities for sets of quantum
states independently. It is therefore natural to ask whether a relationship analogous to C'(p1|/p2) =
maxo<a<1 — 10g Qa(p1||p2) holds between the Chernoff divergence and quasi-divergence when
extended to sets of quantum states. The following result establishes this connection by applying
minimax theorems for convex sets.

Theorem 3.1 (Finite and asymptotic connections.) Let H be a finite-dimensional Hilbert space,
and let 61,62 C Z(H) be two convex sets of quantum states. Then it holds that

C(61]|62) = Ig[%ﬁ} —log Qo (1]|62). 37

Moreover, let €1 = {61 n}nen and €2 = {2, }nen be two stable sequences of convex sets of
quantum states, where each €1y, €2, € D(H®™). Then it holds that

C™(61]|62) = Ig[f(ﬁ] —log Q37 (¢1|%2). (38)

Proof. We have the following chain of equalities:

C(61]|62) = inf C(p1llp2) (39)
pP1EGL
P2EG
— inf —1 4
Jnf max —log Qal(p1]lp2) (40)
P2€G
= —log pflel% omin Qalp1llp2) (41)
pP2E€G
- _1 - 42
og 023212’2% Qalp1llp2) (42)
P2EG
— inf —1 4
oax, inf —log Qal(p1]lp2) (43)
p2€62
= jDax — log Qa (61| %2), (44)

where the first two equalities follow directly from the definitions. By Lieb’s concavity theorem,
Qa(p1|p2) is jointly concave in (p1, p2) (see also [Tom16, Proposition 4.8]), and it is convex
and continuous in o [ANSVO08]. These properties allow us to apply the minimax theorem in
Lemma 2.2 to exchange the order of the supremum and infimum. The final equality then follows
from the definition of Q,(%1(%62).

We now prove the second statement. Suppose 61 = {61 }nen and G2 = {62, }nen are
stable sequences under tensor product. By Eq. (31), the regularized Chernoff divergence exists



and the following chain of equalities holds:

C(¢1]|%2) = lim ~ Lol (45)
- lim %C(%l,gnn%zm) (46)
= inf zinC(‘fl,an%,Qn) (@7)
= nf 2in Q%%X] 108 Qa (€)1 20 ||Gr.20) (48)
= gfi arg[%% S — log Qo (€120 ||C2.2n), (49)

where the second line follows by restricting to the subsequence, the third line follows from the
subadditivity of the sequence and Fekete’s lemma, the fourth line follows from Eq. (44) established
above. Define

F(n,0) =~ 5108 Qu(%120 62.21). (50)

Due to the supermultiplicativity of Qo (%1 2n||62,2» ), we have
fn+1,0) = —2n—l+llogcza<% oot [y ) &)
< - 2n+1 log (Qu (G120 2,27))? = f(n, ). (52)

So the objective function f(n,«) is monotone decreasing in n for each fixed a.. Furthermore,
since Qq(pnllor) is continuous in o € [0, 1], and Q, (€1 ,n]|%2,n) is defined as the pointwise
supremum over lower semicontinuous functions, Lemma 2.5 ensures that Q. (%1, |2, ) is also
lower semicontinuous in . Consequently, f(n, a) is upper semicontinuous in « for each n. By
applying the minimax theorem in Lemma 2.3, we can obtain

C™(61||€2) = Jnax, Tlgfl—;log Qa(%1,2n||G2,2n) (53)
= max_— logsup[Qa (%122, 2n>]% (54)
a€l0,1] n>1
= max —log hm [Qa(%l on || %2, Qn)]% (55)
a€l0,1]
= max —log Q> (%1/|62), (56)
a€l0,1]

where the last two lines follow from the supermultiplicativity of the sequence and Fekete’s lemma.
This completes the proof. O

Remark 3.5 (Computability.) For any fixed o € [0, 1], the function Q(pl||o) is jointly concave
n (p, o), so the quasi-divergence Qo (%1||62) can be efficiently computed using the QICS pack-
age [HSF24] whenever ¢\ and %> admit semidefinite representations. If the sets €, and 6>
possess additional symmetries, the computational complexity can be further reduced.

Moreover, since Qn(%61||%2) is convex and lower semicontinuous in «, the minimum over
a € [0,1] is achieved at a unique optimal solution. Thus, the quantum Chernoff divergence
C(%1||'62) can also be efficiently computed by scanning over .

On the other hand, since C(pl||o) = 0 ifand only if p = o, C(%61||'62) contains the separability
problem [Gur03] as a special instance. Therefore, computing the quantum Chernoff divergence
between sets of states can be hard in general if the sets do not have semidefinite representations.

Using the above discussions, we now provide an explicit example for the nonadditivity of
quantum Chernoff divergence between sets of quantum states.
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Example 3.1 (Nonadditivity of Chernoff divergence between sets of quantum states.) Consider
two quitrit quantum channels. Let N (-) = Tr[-|p to be the replacer channel with

1
V2

Let M be the platypus channel [LLST 23], M(X) = M()XM(;r + ]\41X]\4£r with Kraus operators

p=09- [W)|+0.1- 2, where |4)

= (10) +12)). 57)

vp 0 0 0 0 0
My=1]0 0 0}, M= |[y/1—p 0 0Of. (58)
0 10 0 0 1
In this case, we have the image sets of these channels as
Cin = {p®™},  and Gom = {M®(5,) : 0 € @((C3)®")}. (59)

As these sets are given by semidefinite constraints, we can efficiently evaluate the Petz Rényi di-
vergence and Chernoff divergence between them via semidefinite programming (see Remark 3.5).
More explicitly, for fixed a € (0, 1), we can efficiently evaluate

Dp o (%l,n ||<52,n) = Uiréf@ Dp o (P®n ||M®n(an))a (60)

by the QICS package [HSF24]. Moreover, we can also evaluate the Chernoff divergence

C((gl,nH(gZ,n) = Sl(lp )(1 - O‘)DP,a(%l,nHng,n)’ (61)
ae(0,1

by scaning the parameter o« € (0, 1) with fine grid.

The numerical results are shown in Figure 2 where we use parameter s = (.01 and scan
a € (0,1) with step size 0.01. Panel (a) displays the Petz Rényi divergence Dy o(€1,]|2.n)/n
for n = 1,2, 3 as a function of «, while panel (b) shows the objective function of the Chernoff
divergence versus «, together with its maximum (i.e., the Chernoff divergence C(%1 ,(|%2,,)/n)
for n = 1,2, 3. The plots exhibit a clear separation between different numbers of copies for both
the Petz Rényi and Chernoff divergences, illustrating non-additivity in this example and justifying
the necessity of regularization in our definition and the later main results.

4 Optimal error probability and optimal test for sets of states

In this section, we present a minimax formula for the optimal average error probability when dis-
tinguishing between multiple sets of quantum states. Specifically, the minimum error probability
for composite hypotheses equals the maximum, over all possible choices of states from each set,
of the minimum error probability for those states. This reduces the composite problem to the hard-
est pairwise discrimination. For binary hypotheses, we also give an explicit construction of the
optimal state-agnostic test, which is the Holevo-Helstrom test for the most difficult pair of states.

4.1 Optimal average error probability

The following result establishes a fundamental relation between discriminating sets of quantum
states and discriminating their most challenging elements, based on the minimax theorem.

11
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Figure 2: Nonadditivity for the Petz Rényi divergence and Chernoff divergence given in Exam-
ple 3.1. Here, we consider the replacer channel N with output state p = 0.9 - [¢)) (| + 0.1 - /3,
where [¢) = (]0) + |2))/+/2, and the platypus channel M with channel parameter s = 0.01.
We plot (a) the Petz Rényi divergence Dy (%1 »||%2,»)/n and (b) the objective function in Cher-
noff divergence for n = 1,2, 3 as functions of « € (0, 1), respectively. The Chernoff divergence
C(%1.n||G2.n)/n is indicated by the maximum value in dashed lines.
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Theorem 4.1 (Optimal error probability.) Let H be a finite-dimensional Hilbert space, and let
{€:}i_, be r convex sets of quantum states, where each 6; C 2 (H). Then it holds that

Pemin({%i}ic1) = sup  Pemin({pi}iz1), (62)
Vi, pi €

where the suprema can be replaced by maxima if the sets are also compact.

Proof. By definition, we have

,
Pomin({Gi}jm) = inf  sup > mTr[p;(I — M) (63)
AMi}i_1 Vi, pi€%;
Due to the linearity of the error probability » ., m; Tr[p;(I — M;)] in both the measurement
operators {M;}/_; and the states {p;};_, and since the set of all POVMs is convex and compact
while each %; is convex by assumption, we can apply Lemma 2.2 to exchange the infimum and
supremum, yielding

-
Pomin({6Y_) = sup  inf S mTrlo(I— M) = sup Pomn({pi}isy),  (64)

Vi, pie6; {Mit_4 i1 Vi, pi€%;
where the second equality follows from Eq. (6). Note that P, in({pi};_;) is upper semicontin-
uous by Lemma 2.5. Therefore, by Lemma 2.4, the supremum can be replaced by a maximum
whenever the sets are compact. O

Remark 4.1 (Computability.) For a fixed collection of r quantum states, the minimum error prob-
ability can be formulated as a semidefinite program (SDP) (see, e.g., [Lil6, Eq. (39)]):

Pe,min({ﬂi};ﬂ:ﬂ = )Iglefei});{l —TrX:X > T3 P4, Vi = 1, ce ,7“}. (65)
By Theorem 4.1, this extends to

Pin({€i}i—) = sup max {1 -TrX: X >mp;, Vi=1,...,7}, (66)
Vi, p; €C; Xen
which is also an SDP whenever the sets €; admit semidefinite representations. In such cases, the
optimal value can be efficiently computed.

4.2 Optimal test for binary composite hypotheses

In quantum hypothesis testing between two quantum states p; and pa with prior probabilities
71 and 7, the optimal measurement is given by the Holevo-Helstrom test {mp; — map2 >
0} [Hol72, Hel69]. However, for composite hypotheses, where only partial information about
the states is available, the problem becomes much more challenging. Here, one must design a test
that universally minimizes the average error probability for all possible states within the specified
sets. In particular, the minimax equality in Eq. (64) of Theorem 4.1,

T T
( A}rile W ; i Trlpi (I — M;)] o {A}gfgd ; ™ Te[pi(1 — M;)],  (67)
guarantees the existence of such an optimal state-agnostic test: one that achieves the minimum
error probability for all states in the sets (i.e., the minimizer on the left hand side), matching
the performance of the optimal state-dependent test for the most difficult pair of states (i.e., the
minimizer on the right hand side). While the minimax theorem ensures the existence of an optimal
state-agnostic test, it does not provide an explicit construction.
In this section, we explicitly construct an optimal test for binary composite hypotheses by
analyzing the saddle point (or equilibrium point) of the minimax problem in more detail.

13



4.2.1 Minimax optimization and saddle points

To obtain saddle points, we may calculate the inner “sup” and “inf” functions appearing in the
Lemma 2.1, then minimize and maximize them, respectively, and obtain the corresponding sets of
minima X* and maxima Y*. If the optimal values are equal (i.e., minimax equality holds), the set
of saddle points is X* x Y *. Otherwise, there are no saddle points [ET99, Proposition 1.4].

While this standard approach to finding saddle points involves evaluating both sides of the
minimax inequality, we provide an alternative method in the following. It allows for the construc-
tion of saddle points by optimizing only one side of the minimax problem, which will prove useful
in the explicit construction of optimal tests later.

Lemma 4.1 (Saddle point by one-side optimization.) Let f : X x Y — R and g(y) =
infrex f(z,y). Suppose y* € Y is amaximizer of g(y), i.e., g(y*) = supyey g(v), and x* € X is
a minimizer of inf cx f(x,y"), i.e., f(z*,y*) = infyex f(x,y"). If the minimax equality holds
for function f and the optimization inf,.cx f(x,y*) has a unique minimizer, then (z*,y*) is a
saddle point. Consequently, x* is a minimizer of the optimization inf e x [sup ey f(7,y)].

Proof. Let z** € X be a minimizer of inf,¢ x[sup,cy f(7,y)]. Then we know from Lemma 2.1
that (z**, y*) is a saddle point of f. By Eq. (18) (note that all equalities holds), any saddle point
(z*,y*) gives the same minimax value. So we have

f@™,y") = f(a%,y") = inf f(z,y"). (68)

zeX
As we assume that inf,cx f(z,y*) has a unique minimizer, we have x** = z*. Therefore,
(z*,y*) is a saddle point of f. O

We note that the uniqueness of the minimizer in inf,cx f(x,y") is crucial for Lemma 4.1 to
apply. If the minimizer is not unique, it is generally unclear whether any minimizer will yield a
saddle point. In particular, not every minimizer of inf,cx f(x,y") is necessarily a minimizer of
infzex [supyey f(x,y)]. This is illustrated by the following counterexample:

min  max xy = max min xy. (69)
z€[—1,1)ye[—-1,1] ye[-1,1] z€[-1,1]

If we solve max,¢[_1 1) (minwe[,m] xy), we find y* = 0, and any 2* € [—1, 1] is a minimizer of
ming,e(_1 ) 7y*. However, only x* = 0 is a minimizer of min,¢|_ jj(max,¢c_; 1 2y); that is,
only (0, 0) is a saddle point.

Lemma 4.2 Let X € 7 be a full rank Hermitian operator. Then the optimal solution to the
semidefinite program maxo< pr<g Tr[X M] is unique and is given by {X > 0}.

Proof. Let X = Z?:l Ai|wi) (1;| be the spectral decomposition of X, where \; > 0 for i €
{1,--- ,k}and \; < Ofori € {k+1,---,d}. Forany M, let m;; = (¢;|M|1;). Then we have

Z)‘ TI‘ W}z 1/11|M Z)\ mu*ZA mi; + Z )\mu<z>\u (70)

=1 i=k+1

where the equality holds if and only if m;; = 1fori € {1,--- ,k} and m;; = 0 fori € {k +
-, d}. Denote the matrix form of M in the basis of {WZ)} ', as

My M12>
71
<M21 Mso D
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where M is of size k x k and My, is of size (d — k) x (d — k). As M > 0, we have Mas > 0.
Since the diagonal elements of Masy are all zeros, we have Moo = 0. This further implies that
Mj2 = 0 and Ms; = 0. So any optimal M is in the form of block diagonal matrix

My 0O
2
< 0 0) , (72)
where 0 above represents the zero matrix of suitable size. Since M < I, we have Mi; < [.

Moreover, since the dignoal elements of M7, are all ones, we can conclude that any offdiagonal
elements of M7 are zeros. This is because any principle submatrix

1 =z 1 0
(o D= 1) 73)

implies that = 0. This shows that the optimal solution is unique and is given by Zle [vi) (i| =
{X > 0}. This concludes the proof. O]

4.2.2 Optimal test for binary hypotheses

With Lemma 4.1 and Lemma 4.2 in place, we are now prepared to explicitly construct the optimal
test. The following result shows that, for binary composite hypotheses, the optimal state-agnostic
measurement is given by the Holevo-Helstrom test corresponding to the pair of states from the
two sets that achieve the minimal trace distance.

Theorem 4.2 (Optimal test for binary hypotheses.) Let H be a finite-dimensional Hilbert space.
Let 61,62 C P(H) be two convex, compact sets of quantum states and {71, 72} be the prior
probabilities. Suppose (p3,p3) € €1 X G2 is a minimizer of the convex optimization problem
min, e, poct ||T1P1 — T2p2l|1. Then, the optimal state-agnostic test for discriminating between
€1 and 6, is given by the projection {m1p} — map5 > 0}, provided that 71 p; — mop3 is full rank.

Proof. By Theorem 4.1, we have the minimax equality:

inf_sup Pe({M,I =M}, {p1,p2}) = sup inf Pe({M,]—M} {p1,p2}). (74

0<M<I P1EGL P1EGL 0<

P2EG P2EGC

Lemma 2.6 states that for any p1, po,

0<

. 1 1
b POLT 1) (pr, ) = 5 (1 o~ mamal ). s)

Since (p7, p3) is the minimizer of the convex optimization min,, e, p,e%, ||T1p1 —m2p2 1, it also
maximizes max,, e, p.c, [info<nr<r Pe({M, 1 — M}, {p1, p2})]. Fixing p}, p3, we have

inf P.({M,I— M},{pi,p5}) =m — sup TrM[mip] — m2p5). (76)
0<M<I 0<M<TI

Since 71 p} — mp3 is assumed to be full rank, Lemma 4.2 ensures that {7 p} — m2p5 > 0} is the
unique maximizer of supg< ;< Tr[M (71p7 — m2p3)]. Therefore, it is also the unique minimizer
of infocnr<s P.({I — M, M}, {p%, p3}). Finally, by Lemma 4.1, {m p} — maph > 0} is the
minimizer of info<pr<7[max, ex poeg Pe({M,I — M}, {p1, p2})]. Therefore, it is the optimal
test for distinguishing the sets 7 and 6. O
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5 Quantum Chernoff bound for two sets of quantum states

In this section, we establish the quantum Chernoff bound for the discrimination of two sets of
quantum states. We provide both lower and upper bounds on the asymptotic error exponent and
show that, under suitable structural assumptions, the bounds coincide and the optimal exponent is
given by the regularized Chernoff divergence between the sets.

Assumption 5.1 (Assumptions for sets of quantum states.) We denote the following assumptions
for a sequence of sets of quantum states € = {6, }nen where each 6, C 2(H®™).

(C1) Convexity: For any n € N, the sets 6,, are convex.

(C2) Stability under tensor product: For any m,n € N, it holds that €., ® €, C Cm+tn.

(C3) Finiteness: Dy o(%1]|6]) < oo for a € (0, 1) if considering two sequences €, €". !

Theorem 5.1 (Quantum Chernoff bound for binary hypotheses.) Let H be a finite-dimensional
Hilbert space, and let €; = {6, n }nen fori € {1,2} be two sequences of sets of quantum states,
where each €, C D(H®™). Let {m1, 72} be the prior probability.

* (Lower bound:) If the sequences €\ and 6> satisfy assumption (CI):

im0k~ log Pomin ({410, 63.0}) > O (1]%3). )

n—o0

e (Upper bound:) If the sequences ¢, and 6> satisfy assumption (C2) and (C3):

. 1 .
lim sup _E 10g Pe,min({%l,na %2,n}) < C (Cgl ||(€2) (78)

n— o0

Consequently, if the sequences €1 and 65 satisfy assumptions (C1), (C2) and (C3), then the fol-
lowing limit exists and is given by

1 -
lim —— log Pe,min({cgl,na 652,71}) =C (CKIH%Q) (79)

n—oo N

Remark 5.1 If we choose €, = {p?”} as the singleton i.i.d. quantum states, then we can
recover the quantum Chernoff bound for two quantum states in [ACMT 07, NS09]. Note that for
general sets C; p, i.e., not necessarily convex, we have

Pe,min({cgl,ny %2,71}) = Pe,min({conv<cgl,n)a COHV(%Q,H)})v (80)

where conv(€’) denotes the convex hull of set €. Therefore, we have

lim —% 10g Pemin({€1,n, G20 }) = € (conv (1) conv(%2)), 81)

n—oo

where conv(%;) = {conv(%; ) tnen for i € {1,2}. This strengthens [MSW22, Eq. (I1.62)] by
showing that the result holds as an equality.

"This is a mild technical assumption, requiring that there exist p € % and p’ € %} which are not orthogonal.
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5.1 Proof of lower bound

For any a € [0, 1], we have that

1
Pe,min({pl,rm p2,n}) = *[Tr(ﬂ'QpQ n+ T1p1 n) — ”71'1p17n - 7T2p27n||1] (82)
< 1y " Qal{p1m, p2n}), (83)

where the equality follows from Lemma 2.6 and the inequality follows from Lemma 2.7. As this
holds for any p1 ,, € 61,5, and p2,, € 62, we have from Theorem 4.1 and assumption (C1) that

Pe,min({cgl,ny C52,71}) (7T1 7‘—2 )Qa(cgl nHCKQ n) < Qa(cgl n”(g2 n) (84)

where the second inequality follows from the fact that 0 < ﬂf‘w%*a < am + (1 —a)me < 1 for
any « € [0, 1]. This gives

—log Pe,min({(gl,na %2,71}) > —log Qa ((gl,nH(gZ,n)- (85)

As this holds for any « € [0, 1], we have

- log Pe,min({(gl,na %Q,n}) > 12[%}% - 10g Qa((gl,nH(gQ,n) = C(

n); (86)

where the equality follows Theorem 3.1. This implies

hmlnf——logPe min({1n, G2n}) > hmmf C’(‘KlnHCKQ n) = C¥(61|62). (87)

n—oo

5.2 Proof of upper bound

We can easily prove the upper bound for limit inferior as follows. For any fixed m € N and any
P1,m € C1,m, P2,m € ‘Kgm, we have the following chain of inequalities:

liminf —— log P niin({G1n, G20 })

n—00

< hmlnf—flog Pe mln({cgl nmv(g2 nm}) (88)
n—o0 nm
. 1

< liminf —— log sup Pe min({p1,nm> P2,nm }) (89)
n—00 nm pl,mne(gl,mn

pgﬁmHG%Z,mn

< llnrgg.}f —% log P, mln({(pl,m) ) (PQ,m) }) (90)

= L C(prmllp2m). O
m

where the first inequality follows as the lower limit of a subsequence is no smaller than the lower
limit of the sequence, the second inequality holds trivially because for any p; ,, € €1, and p2, €
Ca,n. We have Pe min ({610, €2,n}) > Pemin({p1,n, p2,n}). the third inequality follows by taking
a particular feasible solution and the assumption (C3), the equality follows from the quantum
Chernoff bound between two quantum states (see Eq. (3)).

As this holds for any p1 ., € 61, and pa,, € 62, We have

liminf — = log Pemin({€1n, €20 }) <

1
n—o00 m

C (G| Com)- (92)
As this holds for any m € N, we have

liminf —— log P main({€1n, G20 }) < hm 1nf —C(C1,m||Com) = C(61]|62), (93)

n—oo
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where the equality follows from the assumption (C2) and Remark 3.3.

The above argument only gives the upper bound for limit inferior by choosing a suitable subse-
quence of i.i.d. states. However, we show that the upper bound can be strengthened further to limit
superior by carefully designing a sequence of states whose limit superior is also upper bounded
by the regularized Chernoff divergence. However, as this sequence is not i.i.d. states anymore,
its analysis is more challenging and requires the Nussbaum-Szkota distributions [NS09] and the
Girtner-Ellis theorem [DZ10].

Let the spectral decompositions of p and o be given by

d d
p=> Nilufus| and o= vy, (94)
i=1 Jj=1

where |u;) and |v;) are two orthonormal bases and \; and p; are the corresponding eigenvalues,
respectively. Then the Nussbaum-Szkota distributions of p, o are defined by

(Ppo)(i, ) = Nil{wilv)) | and  (Qp0)(4,5) = ;] (us|v;) |, (95)

where i, 7 € {1,--- ,d}.

In the remaining discussion of this section, let log be a logarithm with natural base e for
simplicity. Given a sequence of random variables { X}, },,cn, the asymptotic cumulant generating
function is defined as

1
Ax(t) :== lim —logE [exp(ntX,)], (96)
n—oo n
provided that the limit exists. For our purpose, it is sufficient to use the following variant of the
Girtner-Ellis theorem due to [Che00, Theorem 3.6] (see also [HT16, Proposition 17]).

Lemma 5.1 Assume that the asymptotic cumulant generating function t — Ax(t) exists and is
differentiable in some interval (a,b). Then, for any x € (lim;_,,+ A’y (t),lim; ,,— Ay (t)),

1
limsup ——log Pr{X,, >z} < sup {tx — Ax(¢)}. 7)
n

n—00 te(a,b)

Lemma 5.2 Let m € N be any integer and {m, 72} be a prior probability. Let p11 € €11,
p2.1 € G2 and p1,m € C1m, p2,m € Ga.m be quantum states such that Dy o(p1.1]|p2,1) < 00 and
De o (p1,m|p2,m) < oo for any o € (0,1). We set k := |n/m| and construct quantum states

PV = o @ pfk and Y = p§im @ pTE,. (98)
Then
I 1 (n) () 1
imsup ——log Pemin ({91 502 }) < —Cl(p1,mllp2,m)- (99)
n—00 n m

Proof. Let P(™ and Q") be the Nussbaum-Szkota distributions of pgn) and pgn). Let
Sn = {Wlp(n) - W?Q(n) > 0} 9 (100)
be the maximum likelihood test. Consider the random variable

Xp(x) := % (log {772@(") (m)} —log {mP(”) (m)D , (101)
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where 2 is drawn from the distribution P(™. Let ¢(s) := L log(p1,m)'~*(p2,m)®. Then we have
the asymptotic cumulant generating function of the random variable X, as,

lim — logZP(") x) exp (snXy(x))

n—oon,

1 s 1-s

= lim — (n) (n)

nh_{glonlogTr Q™) (P'™) (102)

_ 2z (n)ys( (n)y1—s

= nlgrolo - logTr( ) (p1 ) (103)
1

= Jim -~ ((n— km)log Tr(p1,1)""(p21)" + klog Tr(p1m)'~*(p2,m)°)  (104)

= ¢(s), (105)

where the second equality is a simple fact of the Nussbaum-Szkota distributions (e.g. [ANSVO0S,
Proposition 1]). Note that ¢(s) is differentiable and ¢/(0) = —-LD(p1,m||p2,m) and ¢'(1) =
%D( p2.mllp1,m). Applying the Girtner-Ellis theorem in Lemma 5.1 for the random variable X,,
interval (0, 1) and = 0, we have

hmsup——logPr{X >0} < sup —¢(s). (106)

n—00 s€(0,1)

Similarly, consider the random variable

Yo(z) = % (log [mP(”) (x)} —log |:7TQQ(n) (:U)D , (107)

where z is drawn from the distribution Q™). Then we have the asymptotic cumulant generating
function of the random variable Y, as,

(n
nh_)rgon logz Q" (x) exp (tnYy(x))

1-t

— lim L log Tr (QM) (P! (108)
n—o00 n
_ 2z (n)y1—t( (n)\t
= nh—{go - log Tr(ps” )~ (py") (109)
o1 _ _
= nlgrolo - ((n — km)log Tr(p11) (p2,1)" ™" + klog Tr(p1,m )" (p2,m)' ") (110)
= ¢(1 —t). (111)

Applying again the Girtner-Ellis theorem in Lemma 5.1 for the random variable Y,,, interval (0, 1)
and z = 0, we have

lim sup —— log Pr{Y,, >0} < sup —¢(1 —1). (112)
n—00 te(0,1)

By direct calculation, we have the relations

1 1

lim sup —— log Pr{X,, > 0} = lim sup —— log Tr P (I — §,,), (113)
n—00 n n—00 n
1 1

lim sup —— log Pr{Y, >0} = 11m sup —Zlog Tr Q™ (114)
n—00 n

Moreover, the Nussbaum-Szkota theorem (e.g. [Hay17, Lemma 3.4]) implies that for any test 7;,,

w1 T o\ (1 = T) + 7o Te pSVT, > (m Te PO(I — 8,) + 72 Tt Q(")Sn> .15

N =
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So we have
Pein ({p§ P )}) (m Te PO(I — S,) + 7 TrQ(”)Sn> . (116)
Combining Egs. (106), (112), (113), (114) and (116), we have

limsup — — 10g P, ,min ({,0 ) Pgn)})

n—o0
1 1
< limsup —— log = [71'1 Tr P (I —Sp)+mTr QMg 117
n—00 n 2
<min{ sup —¢(s), sup —¢(1 —t) (118)
s€(0,1) te(0,1)
= sup —¢(s) (119)
s€(0,1)
1
= —C(prmllp2,m), (120)
m
where the last equality follows by replacing ¢ with 1 — s. O

With the above Lemma 5.2, we are ready to show the upper bound for limit superior. That is,
we aim to show that

lim sup —— log P in({€1,n, G20 }) < C(€1]%2). (121)

n—oo

For this, we plan to show that for any fixed m € N,

1
limsup —— log P, nin({€1n, G2 }) < —

n—00 m

C(C1m|Gom). (122)

If C(€1,m||€¢2,m) = oo, the upper bound holds trivially. It remains to show Eq. (122) when
C(61,m||€2,m) < co. So for any 6 > 0, there exist p; ,, € €1,m and pa , € 62, such that

Clprmllp2m) < C(G1m||Com) + 6 < oo (123)

This implies that Dy o(p1,m|p2,m) < oo for any v € (0, 1). Otherwise, we will have a contradic-
tion to the finiteness of C'(p1 || p2,m) by definition in Eq. (4).

Using this choice of p1 ,,, and pa ,, and taking any py 1, p2.1 such that Dy o (p1.1]|p2,1) < 00
(the existence of these states is ensured by assumption (C3)), we construct the sequence of states

pgn) and pgn) as in Lemma 5.2 and we have

1
limsup — — log Pe min ({p o) )}> < —C(p1mllp2,m), (124)
n—o00 m
This implies that
lim sup —— log Pemin({€1,n, €2, }) < limsup —— log P, mm({p(n), (n )}) (125)
n—oo n—oo
< *C(m,mllpz,m) (126)
m
1 )
< —C(G1ml|C2m) + — (127)

where the first line follows because P min({€1,n, €2.n}) > Pemin({p1,n,p2,n}) for any p1 ,, €
©1,n and pa ,, € 62y, the last line follows by the choice of p1 ,,, and pa ., in Eq. (123).
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As this holds for any 6 > 0, we have

. 1 1
lim sup —— log Pe,min({cgl,m ngm}) S 70((5177” H%Q’m) (128)
n—00 n m
Finally, taking the limit m — oo, we have
. 1
lim sup —— log Pe,min({%l,ny (52,71}) < Cm((gl H(g2)3 (129)
n—00 n

where the existence of the limit on the right hand side follows from the stability assumption (C3)
and Eq. (31). This finishes the proof of the upper bound.

6 Quantum Chernoff bound for multiple sets of quantum states

In this section, we generalize the quantum Chernoff bound from the binary case to the discrimi-
nation of multiple sets of quantum states. Analogous to the result for multiple quantum states in
Eq. (7), we demonstrate that the optimal error exponent is characterized by the smallest regular-
ized Chernoff divergence among all pairs of sets. The proof of the lower bound (achievability) is
more involved than in the binary case, requiring a discretization technique to control the spectra
of the states within the sets. The proof of the upper bound (converse) reduces the problem to the
binary case by converting any test for multiple hypotheses into a test between two hypotheses.

Theorem 6.1 (Quantum Chernoff bound for multiple hypotheses.) Let H be a finite-dimensional
Hilbert space, and let ¢; = {C; n}nen fori € {1,...,1} be r sequences of sets of quantum states,
where each €; ,, C Z(H®™). Let {m;}_, be the prior probability.

* (Lower bound:) If the sequences {¢;}}_, satisfy assumption (CI):

n—o0

1
liminf —— 10g Peuin ({61 }io1) = min G (66)). (130)
i#]

* (Upper bound:) If the sequences {€;}}_, satisfy assumption (C2) and (C3):

n—o0

1
lim sup - log Pe min({%in}iz1) < rf;l? C™(€||€;). (131)

Consequently, if the sequences {€; }i_, satisfy assumptions (C1), (C2) and (C3), then the following
limit exists and is given by

1
lim — 108 Pesuin({%i0}im1) = min O (). (132)
i#]

n—00

Remark 6.1 If we choose 6;, = {pz®"} as the singleton i.i.d. quantum states, then we can
recover the quantum Chernoff bound for multiple quantum states in [Lil6]. Note that for general
sets C; n, 1.e., not necessarily convex, we have

Pemin({€i}iz1) = Pemin({conv(%i) }izr), (133)

where conv (%) denotes the convex hull of set €. Therefore, we have

1
lim ——log Pemin({%in}tiz1) = n;ém C* (conv(%6;)|| conv(€;)), (134)
i#]

n—oo N

where conv(%;) = {conv(%; ) fnen.
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6.1 Proof of lower bound

As the proof is a bit long, we divide it into a few steps.

Step 1) Forany d > 0, let p},, € ¢, be quantum states such that

Pemin({Cin}iz) = Sup_ Pemin({pi}iz1) < Pemin({pinti=1) + 6, (135)
Vi, pi €6;

where the equality follows from Theorem 4.1 and assumption (C1). Our goal is to upper bound
Pe min({ PZn 7_,) using the result from [Lil6, Theorem 2] for a collection of states. However, the
upper bound depends on the spectra of the states to discriminate. To address this, we modify each
state p; ,, to obtain a new state with a finite size spectrum, while ensuring that the modification
does not significantly affect the relevant quantities. This is achieved via a spectrum discretization
technique, similar to those used in [Hay14, HY25].

For any quantum states p; with spectral decomposition p; = >, 7; 1. E; 1, we define

Qpillp;) = Zmin{rm,rj’l}Tr E;.E;;, (136)
kel

and the generalization to sets of quantum states as

Q(i|€;) = sup Q(pillp))- (137)
Pi€C;
Pi€C;
Observe that for any real numbers a,b > 0, we have min{a, b} < min{a®b'=* : a € [0,1]}.
Applying this to the definition of Q(p;||p;), it follows that

Q(pillps) < Jél[%rﬁ] Qalpillpj) = 27 Ceilles), (138)
Consequently,
Q(€||6;) < 27l (139)

We define d := dim H and choose \,, > 0 as

1
An i= = min O (G p||€jn) + 2log d. (140)

N i#j

Define the function for discretization as

LA if 0 <z <ny,,
gn(z) := an " oo (141)
nAn if T > nh,.
Then the range of g, is a discrete set {0, \,,, 2\, . .., nA, }. Moreover, for z < n\,,, we have
x— Ay < gn(z) <z (142)

For x > n\,, we have only the following relation
nAn = gn(z) < . (143)
Let

Pin=> 2 """ B, (144)
k
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be the spectrum decomposition with £; ,, . being rank-one projections. Then, we define the mod-
ified quantum state as

1

P i=——> 2T E, (145)
i Ty
with the normalization factor
Cip =Tr |y 27 nCint g, (146)
k
For the normalization factor, we have

Cin=Tr Z Q*Qn(ri,n,k)Ei’n’k +Tr Z 2*gn(7‘i,n,k)E’i7n’k (147)

_k 1T kSN k7 k>nAn
<Te| ), 2B T Y 2B, (148)

_k:ri’n,kgn)\n k:irin k>N
<2 Trpf, 427" d" (149)
=2 4 97nAngn (150)
<M 4 d7", (151)

where the first line splits the summation into two parts, the second line applies the bounds from
Eq. (142) and Eq. (143), the third line uses the fact that the first sum is a partial sum over the
spectrum decomposition of p;  while the second sum is bounded by the dimension d", and the
last line follows from the choice of An, which ensures A\, > 2logd.

On the other hand, we also have

CimPhp =Y 270 By >N " 27Tk By = (152)
k k

which then implies that
cin > 1. (153)

Step 2) Now we apply the result [Lil6, Theorem 2] to a collection of unnormalized states
{ci,np;m};:l to upper bound Pe min ({%in}i_;). Since Pin < ci,np;n, we have

Pe7min({(gi,n}qz‘n:1) < Pe,min({P;n}gzl) +4 < Pe,min({ci,npg,n}zrzl) + 4. (154)

It is known from [Lil6, Theorem 2] that for any collection of unnormalized quantum states
{pi}i_, with prior probabilities {7;}]_,, the minimum error probability admits the upper bound

Pein({piti=1) < FUpitiz) Y Q(pillps), (155)
1<j

where the coefficient is given by

2
fpYi_y) == 10r? <m?x\spec(pi)\> , (156)

and |spec(X)| denotes the number of distinct eigenvalues of X.
Applying this result to the states {c; »p; ,, }i—;, we have the upper bound

Pemin({Cimpin}i—1) < 10r'(n + 1) max Q(cinpipnllcinpn), (157)

where we relax the summation in Eq. (155) by the maximum value times the number of terms
C? = @ < 72 and use the fact that the number of distinct eigenvalues of Cinpl , is at most
n + 1 due to the discretization of g,.
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Step 3) Next, we upper bound Q(cinp; ,,[l¢jnpj,,) bY 9~ nminiz; C(€inll€in) for any fixed i # j.

This shows that our discretization procedure does not incur any loss in the asymptotic exponent.
For this, we have by definition that

Q(cinpipllejnd,) =) min {2‘9”(”’"”6), 2‘9”(”’”*1)} T EipxBEjms. (158
k,l

The summation in Eq. (158) can be split into two parts. Denote the sets of indices:
S1 ::{(kz,l) smax{" n k, Tjnl}; > n/\n}, (159)
So ::{(k,l) s max{rink,Tjni} < n/\n}. (160)
For any (k, 1) € S1, we have
min {2*%(”,”»'@), 2*9n<’“jvn1l)} —g=9n(max{rinxrini}) < 9=mn. (161)
This implies that

Z min {2_gn(ri,n,k)’ Q—gn(Tj,n,z)} Tr By i By
(k,1)esSy

<27 N T BB < dPr2T = 27nming Ol - (162)
(k,l)eS1

where we use the fact that the total number of terms in the summation is at most d*” and each
term Tr B; , 1 By < 1 as B, and E; ,; are rank-one projections, and the equality follows
from the choice of )\, in Eq. (140).

For any (k,1) € So, we have by Eq. (142) that

min {2_9”(”’””“), 2_9n(7°j,n,l)}
S min {27(”’””67)\71), 27(743‘7“717)‘”)} — 2)‘71 min {27Ti,n,k’ 277”]]71,[} . (163)
This implies that

S° min {2 Cins) g0 L1y By

(k,1)ES>
<2 N min {277k 277t} Ty By g o By (164)
(k,l)€S2
<2 Q(p;,l10%0) (165)
< 27 Q(6inl|%in) (160
< 926 nl|€n) (167)
< 2)\n2—nmini¢j C((lfi,n“(ﬁj,n)7 (168)

where we relax the summation by including all terms in the second inequality and use Eq. (139)
in the fourth inequality.
Combining Eqgs. (158), (162) and (168), we have

Q(ci7np;7n||cj7np;-7n) <(1+ 2’\")2_”“11“2'#1' C(GinlCin) (169)
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Step4) Combining Egs. (154), (157) and (169), we have

Pemin({€intiz1) <Pemin({Cinpintiz1) + 0 (170)
<10ri(n + 1)2 max Q(cinpipllcjnpin) +0 (171)
<1074 (n + 1)%(1 4 22 )27 miniz C(@inl@in) 45, (172)

Since 0 is arbitrary, we have

Pomin({Gin}iey) <1074 (n + 1)2(1 4 22027 Mty ClGnl€5n) (173)

Step 5) Finally, we show that the prefactor 10r#(n 4 1)2(1+ 2*#) does not affect the asymptotic
error exponent in the large n limit.
Since A\, > 0, we have

“log (1 + 2An> > log(2 + 2M) = —log(2MH) = — (A, + 1). (174)
This gives
1
—log <1 + 2’\”> > — < min C(%in||€jn) + 2logd + 1> . 175)
n ij

The relation in Eq. (173) is converted to

—logPe min({Cin}iz1)

> ~log |10 (n + 1)*(1 + 2| + min (6. (176)
i#j
> ~log [104(n + 1)2)] + <1 _ 1> min C(%;,]4) — 2logd 1 177)
n 1%

Dividing both sides by n and taking the limit inferior n — oo, we have

o1 o1
lim inf — > 10g Pemin ({€in}iz1) 2 liminf - min C (0 ]|0), (178)

because the term —2 (log [10r*(n + 1)%] + 2logd + 1) vanishes in the limit n — occ.
Let nj be a subsequence such that

1 1
lim inf — min C(%; »||jn) = lim — min C(G; n, || Cjny.)- (179)

n—o0 N i#j k—oo N i#j

Let (i*(ny), j*(ny)) be the pair of indices achieving the minimum in min;; C(€; , ||}n, ) for
each ng. Since there are only finitely many pairs of indices in {1,---,7r} x {1,---,r}, there
exists a pair of (¢, ") which is visited by (i*(ng),7*(ng)) finitely many times. Consider the
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subsequence {ny, : (i*(ng,), 7*(nk,)) = (', 5')}. Therefore, we have

N S .1
klglolo 7”71@ rggl C(igi,nk Hcgj»nk) = klggo ch(%*(nk),nk ”%j*(nk),nk) (180)
. 1
:h,ﬁis;fp nikc(%*(w),nkn%pj*(nk),nk) (181)
. 1
= limsup == C (G o), 15 ) (182)
. 1
—limsup —C(Grn, |51, (183)
l—00 nk‘l
e 1
et OB, 17 m) (184)
1
> liminf —C(G ,||€j ). (185)
n—oo n
1
> min lim inf —C(%6; »||n) (186)

i#£j n—oo N

=min C>(%j[|%}), (187)
i

where the first equality follows from the definition of (i*(ny), 7*(nx)), the second line follows
as the limit exists, the third line follows by considering a subsequence, the fourth line follows
from the definition of the subsequence ny,, the fifth line holds as the limit superior is no smaller
than the limit inferior, the sixth line holds as we relax the limit inferior over a subsequence to the
limit inferior over the whole sequence, the penultimate line follows as (7', j') is a particular pair
of indices and the last line follows from the definition of C*°(%;||%;).

Combining Egs. (178), (179) and (187), we have

1
lim inf ——log Pe min({@in}iz1) > min C™(%;||6;). (188)
n—oo n 1#£]
This completes the proof of the lower bound.

6.2 Proof of upper bound

The proof of the upper bound follows a similar approach to [NS10], where a test for multiple
hypotheses is converted into a modified test for a binary hypothesis. This reduction allows us to
apply Theorem 5.1 to bound the error exponent for each binary case.

Let {M; »,}_; be a quantum test for {%; ,}!_;. For any two fixed indices 1 < i < j < r, let
Ay, B,, € J; such that A, + B,, = I — M;,, — M ,,. Then we consider the modified test

Mz'/,n = Mi,n + A, M]I-’n = Mjﬂ + B, (189)

for ¢; ,, and € ,,. We have

PE({Mi,n};:h{Cgi,n};:l) (190)
T
= Zm sup  Tr[p;n(I — M;y)] (191)
i=1 pi,ne%i,n

>m; sup  Trjpin(I — M;pn)]+7m; sup Tr[pjn(I —M;,)] (192)

Pi,ne(gi,n Pj,ne(gj,n
> sup  Tr[pin(l — M) +m; sup Trlpjn(I—M,)]  (193)

pi,ne(@ﬂi,n pj,nE%,n
> 2min{m;, m; } Pe({ M, Mj  }, {%iin, Cjin}) (194)
> 2 min{ﬂ'i, Wj}Pe,min({Cgi,rw %JL})? (195)
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where the first inequality follows by retaining only the terms corresponding to indices ¢ and j in
the summation; the second inequality holds as M, > M; ,, and M, > M ,; the third inequality
follows by considering the binary test between %; ,, and €, with prior probabilities {1/2,1/2};
and the last inequality holds as {Mz’n, M ]’n} is a valid POVM for this binary hypotheses.

As this holds for any test {; , }I_,, we obtain

Pe,min({cgi,n}zrzl) > 2 min{ﬂ'i’ 7I-j}Pe,min({(gi,na céj,n}) (196)

Taking logarithms, dividing by n, and considering the limit superior, we find

. 1 ) 1
lim sup _E IOg Pe,min({%,n};‘;l) <lim sup _E log Pe,min({(gz’,na Cg],n}) < COO(%HCKQ)’

(197)

where the second inequality follows from the assumptions (C2) and (C3) and Theorem 5.1. Since
this holds for all 1 <7 < 5 < r, we conclude that

1
lim sup - log Pe min({Gintiz1) < Igél;l C>*(6|€;)- (198)

n—o0

This completes the proof of the upper bound.

7 Maximum overlap with free states in resource theory

The maximum overlap between a pure state [¢)) and a set of free states .7,
Oz (¢) = sup (P|oft), (199)
oEF

is a technical quantity that appears frequently in quantum resource theory [FL20, FL22, LBT19].
Here, we provide an operational interpretation of this quantity as the optimal error exponent in
symmetric hypothesis testing. This connection justifies the maximum overlap as a meaningful
resource quantifier. Furthermore, it provides another explicit example where the quantum Cher-
noff divergence between sets of quantum states is not additive, thereby illustrating the necessity
of regularization for the quantum Chernoff divergence.

Theorem 7.1 Let |1)) ()| be a pure state and F C P be a convex set of quantum states. Then

Cl)(WllF) = —log Oz (). (200)

Proof. We have the following chain of equalities:

C()WlIl7) = inf Clh)lllo) (201)
= —logsup inf Tr[[¢)(s|*c ] (202)

ceF 0‘6[071]
= —logsup inf Tr[[y)(h|o' 7] (203)

cEF O‘E[Ovl]
= —log sup Tr[|y))(¢|o] (204)

cEF

= —log O (¥), (205)
where the first, second and last equalities follow from definitions, the fourth equality follows from
the fact that c® > of if a < 5. This concludes the proof. O

We now present explicit examples from several resource theories in which the maximum over-
lap with free states can be computed exactly. These values directly determine the optimal error
exponent for quantum hypothesis testing between a pure state and a set of free states.
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Resource theory of magic. The maximum overlap with free states is a fundamental quantity in
the resource theory of magic [BBC™ 19]. In this context, the set of free states .7 is typically chosen
as the set of stabilizer states on n qubits, denoted STAB,,, which is stable under tensor product.
The maximum overlap Ogtag (1)) is closely related to the stabilizer rank and stabilizer extent—key
quantities in fault-tolerant quantum computation.” For certain states, such as the magic T-state
T := (|0) 4 €"/%|1))/+/2, the maximum overlap can be computed explicitly [BBC* 19]:

Ostas(IT)(T[*™) = (4 - 2v/2)™™. (206)
This leads to the quantum Chernoff divergence,
C(IT)(T||STAB:) = CF({|T){T|*" }nen|[{STAB; }nen) = log(4 — 2v2). (207)

It is also known from [BBC™ 19, Section 6.2] that there exist quantum states for which the max-
imum overlap with stabilizer states is not multiplicative. Consequently, the quantum Chernoff
divergence between two sets is not additive in general.

Resource theory of coherence. In the resource theory of coherence, the set of free states is
the set of incoherent states Z,, = {p € 2(H®") : p = diag(p)}, i.e., states diagonal in a fixed
basis [FWLT18, RFWA18, HFW21]. Let |¢)) = Zle a;|t) and |[¢) (| € P(H). Then,

d

0) = = %o 208

7, () (W) = max(lofy) ggf}% jail*oi (208)

1=

where 0 = Zle oili)(i|, o; > 0, and Zglzl o; = 1. Note that the objective function is an

average of the probability vector (|az|?, |az|?, ..., |aq|?). So it is no greater than max; |a;|?. This

value can be achieved by choosing o; . = 1 for i.x = arg max; |ai]2 and o; = 0 otherwise.
Therefore, we have

Or, ([9)(¥]) = max |a, |, (209)
which is the infinity norm of the probability vector (|a1|?, |az|?, ..., |aq|?). This leads to the
quantum Chernoff divergence

C1¥)WllIT) = C ({1}l Inenl{Zn tnen) = — log max |aif* (210)

More generally, the Petz Rényi divergence of a general quantum state p with respect to the set
of incoherent states Dy ,(p||Z1) is additive and has a closed-form expression as [CG16]

leY
a—1

Dy a(pllT1) = —— log Tr [ (diag(p)) /] 211)

This implies that the Chernoff divergence is given by

CplIZ1) = C®({p®™  nen|| {Zn tnen) = 81(10pl) —alog Tr [(diag(pa))l/a} . (212)
ac(0,

Resource theory of entanglement. In the resource theory of entanglement, the standard re-
source is the maximally entangled state |D,,) := \/—% oy lid) [FWTD19, REWG19]. The stan-
dard sets of free states are the separable states SEP and the positively partial transpose states PPT,

In [BBC™ 19], the maximum overlap is defined with respect to pure stabilizer states. However, since the objective
function is linear, maximizing over the convex hull (i.e., all stabilizer states) yields the same value.
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with the inclusion SEP,, (A" : B™) C PPT,, (A" : B™). The maximum overlap of |®,,) with these
sets is given by [Rai99, Lemma 2]:

1
Osep(®m) = Oppr(Pp) = —, (213)

m

where the maximum is achieved, for example, by the product state |0)(0|4 ® |0)(0|z. Conse-
quently, the quantum Chernoff divergence is

C(P@m|ISEP1) = C*({®5" }nen|{SEP, }nen) = logm, (214)
C(®,||[PPTy) = C®({®5" }nen|[{PPTy tnen) = log m. (215)

Due to the correspondence between a maximally correlated state pme := 3, ; pi;|i4)(jj| and
a coherent state p = ZZ ; Pij |i)(j| [ZHC17, Corollary 1], we obtain an analog to Eq. (212):

ClonISEP) = C({pi bnen [ {SEPuJocw) = sup —alogTr (diag(pie))!/*] . 216)
ac(0,

ClonPPT) = C (o bnen | {PPTuJocw) = sup —alogTr (diag(pfe))!/*] . 217
ac(0,

8 Discussion

We have established generalized quantum Chernoff bounds for the discrimination of multiple sets
of quantum states, thereby extending the classical and quantum Chernoff bounds to the general
setting of composite and correlated quantum hypotheses. Our main results show that the optimal
asymptotic error exponent for discriminating between stable sequences of convex sets of quan-
tum states is exactly given by the regularized Chernoff divergence between the sets. The minimal
assumptions required ensure that our results are broadly applicable to a wide range of quantum
information tasks. Furthermore, we have provided explicit constructions of the optimal measure-
ment for binary composite hypotheses and given an operational interpretation of the maximum
overlap with free states in quantum resource theories.

Several open questions and future directions remain. While the optimal exponent in the asym-
metric (Stein’s) setting can be efficiently computed despite the need for regularization [FFF25b],
it remains open whether efficient algorithms exist for computing the regularized Chernoff diver-
gence in the symmetric setting given similar assumptions. As noted in Remark 3.5, the Chernoff
divergence can be efficiently computed for fixed n, but the rate of convergence of the regularized
Chernoff divergence as n increases is not well understood. Additionally, our construction of the
optimal test for binary composite hypotheses assumes that the difference between the closest states
is full rank. It would be interesting to determine whether this assumption can be relaxed, perhaps
by appealing to continuity arguments or alternative analytical techniques.

Another direction concerns the equivalence between adaptive and nonadaptive strategies in
adversarial quantum channel discrimination. It was shown in [FFF25a] that, in the asymmetric
hypothesis testing setting, adaptive and nonadaptive strategies yield the same optimal error expo-
nent. Whether this equivalence persists in the symmetric setting remains an open question. In
particular, based on the quantum Chernoff bound established in this work, this question reduces
to whether the regularized Chernoff divergence between sequences of sets of quantum states gen-
erated by adaptive and nonadaptive strategies coincide.
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