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Abstract—Uhlmann’s theorem is a cornerstone of quantum
information theory, stating that for any quantum state p4p and
any state o4, there exists an extension cap of o4 such that
the fidelity between psp and cap equals the fidelity between
their marginals ps and o4. This property underpins many
results and applications in quantum information science. In
this work, we generalize Uhlmann’s theorem to a broad class
of measured f-divergences, including the measured «-Rényi
divergences for all o« > 0. The well-known Uhlmann’s theorem for
the fidelity corresponds to the special case o = 1/2. Since most
commonly used quantum Rényi divergences, including the Petz
and sandwiched Rényi divergences, cannot satisfy this property
(except for degenerate cases), this fundamentally distinguishes
measured f-divergences from other quantum divergences and
highlights their unique mathematical structure.

Index Terms—Uhlmann’s theorem, measured f-divergences,
quantum information theory, Rényi divergences.

I. INTRODUCTION

Or a convex function f : Ryg — R, the f-divergence
between two discrete probability vectors P and @ is
defined as'

P(x)) . 0

Q(x)

This family already appears in Rényi’s work [1] and was
further studied by Csiszar [2] and Ali and Silvey [3]. Important
examples include the Kullback-Leibler divergence (also called
relative entropy) D(+||-) corresponding to f1(¢) = tlogt with
D(P||Q) = Sy, (P||Q) and the a-Rényi divergences D, (-||-)
corresponding to f,(t) = sign(a — 1)t* with D,(P||Q) =
—L_log (sign(a — 1)Sy, (P||Q)). Such divergences play an
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We make the following standard conventions to define this expression: f(0) =
limy o f(£), 0f(3) = 0 and 0f(2) = limy o tf(%) for a > 0. Note that
the limits may be +co.

important role in various areas of statistics and information
theory, we refer to [4, Chapter 7] for an overview.

For quantum states modeled by positive semidefinite opera-
tors p and o, there are multiple ways of extending (1); see [5]
for a systematic exposition. The main focus in this paper
is on the measured f-divergence [6], [7] which is obtained
by performing a measurement M on the states p and ¢ and
computing the f-divergence between the resulting probability
distributions P, »s and Py 7. We then take the supremum over
all possible measurements or all projective measurements:

Su,f(pllo) = sup S;(P, mllPonr), 2)
M POVM

Suz(plle) == sup Sy(Ppunl|Poar), 3)
M PVM

where in (2) the supremum is over positive operator-valued
measures (POVM) M described by a discrete set X and posi-
tive semidefinite operators { M, },cx satisfying >, M, =
I, the supremum in (3) is over projection-valued measures
(PVM) M, i.e., POVMs satisfying in addition that M, is an
orthogonal projector for all z € X’ and P, »s(z) = Tr[pM,].

Main results: We consider the Uhlmann property that is
well known for the fidelity [8]: given a quantum state pa
on A and a state o4r on A ® R, is there an extension
par of pa such that Sy s(parlloar) = Sur(palloa)?
We show in Theorem 3 that if f* is operator convex and
operator monotone and the domain of f* is unbounded from
below, then Uhlmann’s property holds. Similarly, if (f*)~!
is operator concave and operator monotone and the range
of f* is unbounded from above, then Uhlmann’s property
holds with the roles of p and o exchanged. In the special
case of Rényi divergences, this shows the Uhlmann property
for all @ > 0 (Corollary 4). This was previously known for
a= % [8] and in the limit o — oo [9]. Our result can also be
used to recover the regularized Uhlmann’s theorem of [9]. We
conclude this paper in Section IV with an intriguing “duality”
property (Proposition 6) relating the Umegaki relative entropy
D(p||€) between p and a compact convex set ¢ and the
measured relative entropy D (p||€;,) between p and the
corresponding polar set €;,. A similar duality holds between
D(p||€2.) and Dy (p||€). These duality relations provide a
clearer understanding of why the measured relative entropy
to a set of quantum states becomes superadditive when the
polar sets are closed under tensor products. This superaddi-
tivity property is fundamental for several recent applications,
including [10], [11], [12], [13]. The significance and some
potential applications of our results are discussed in Section V.

Notation: For a finite-dimensional Hilbert space A, we
let #(A) denote the space of Hermitian operators on A,
Hi(A) = {w € H(A) : w > 0} the set of positive
semidefinite operators and %, (A) = {w € H(A) : w > 0}
the set of positive definite operators. The set of density
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operators is denoted by Z(A) = {p € . (A) : Tr[p] = 1}.
We drop the Hilbert space from the notation when it is clear
from the context. For w € 2, spec(w) denotes the spectrum
of w. The measured Rényi divergences for a > 0 are defined
as

DM,a(P”U) =

for o # 1, and

log (sign(a ~ DSz, (). @)
DM(PHU) )

for a = 1. In the limit o — oo, it is known that Dy, , —
Dynax, see e.g., [14, Appendix Al.

= Sw.p (o),

Independent work: We note that in independent and con-
current work, Mazzola, Renner and Sutter [15] established
a regularized Uhlmann’s theorem for the sandwiched Rényi
divergence for v > % as well as an Uhlmann inequality for
the measured Rényi divergences i.e., they show the existence
of an extension satisfying Dy o (par|/car) is upper bounded
by the corresponding sandwiched Rényi divergence.

II. VARIATIONAL EXPRESSION FOR MEASURED
DIVERGENCES

In the classical setting, variational expressions for f-
divergences play an important role (see [4, Chapter 7]), but
they are also fundamental in the quantum case in particular
for the measured divergences as they are at the core of many
applications of such divergences; see e.g., [16], [17], [10]. In
this section, we discuss the variational expression for measured
f-divergences, which forms an important starting point for
finding the Uhlmann’s theorem for measured divergences in
the next section. These variational expressions have been
studied in the von Neumann algebra setting in [18, Chapter
5]. Here, we present the results and their proofs in the finite-
dimensional setting for completeness and for accessiblility to
general readers.

In order to state the variational expression, we need to
introduce the Fenchel conjugate of a function. For a function
f : R — RU {400}, the Fenchel conjugate (also called
Legendre transform) is defined as [19]

f (z): sup {tz— f(t)},
tedom(f)

where dom(f) = {t € R: f(t) < +oo}. The domain of f*
is defined in the same way as

dom(f*)={z e R: f*(2) < +o0}. (7

As f should define a divergence, we assume throughout this
paper that (0, 00) C dom(f) and that f is convex. We assume
in addition that f is lower semicontinuous. Note that the f-
divergence only depends on the values f takes on (0, c0), but
the Fenchel conjugate (and hence the variational expressions)
depends on the values of f on dom(f).

We present the following general variational formula for the
projective measured f-divergence under the sole condition that
f is convex and lower semicontinuous. This result corresponds
to [18, Theorem 5.7]. It can also be seen as a quantum analog
of [4, Theorem 7.26].

(6)

Proposition 1. Let f : R — R U {+o0} be a convex and
lower semicontinuous function and (0,00) C dom(f). For

any p,o € 5,
Tefpw] — Trlo f* ()],

®)

S (pllo) = sup

weHA, spec(w)Cdom(f*)

where [* is the Fenchel conjugate of f as defined in (6).

Proof. Since f is convex and lower semicontinuous, we know

that f = (f*)* [20, Theorem 12.2], i.e., for any t € R
f@)=sup {tz— f" ()} )
z€dom(f*)
Hence for any r,s > 0 we get
sf(r/s)= sup {rz—sf*(z)}. (10)

z€dom(f*)

This expression also matches the conventions we took when
r=0ors=0.In fact, if r = 0,s = 1, we use (9) to get
f(0) = sup,cqom(pyt—f"(2)}. If 7 = s = 0, both sides
are equal to 0. For » > 0 and s = 0, we need to show
that limg)o 8 f(r/s) = SUpP,cqom(s+){r2}- By performing the
change of variable * = r/s, this is equivalent to showing
that lim,_, o @ = supdom( f*). To establish this equality,
we prove the two inequalities separatel We start with (>):
we have @ SUD,, e dom ()17 — @y >, o ‘;(Z) for
any z € dom(f*). Thus, lim,; f(x) > supdom(f*).
Now for (<), let w < limg,_ o f(f) and let =, > n be
such that f(z) > wz for all > =z, (n is an integer
n > 2). Let y, be any subderivative of f at x,. By
definition, for any x € R, f(z) > f(zn) + ynlx — zp).
This implies that y,x — f(z) < ypx, — f(z,) and thus
F*(n) < Ynxpn— f(xn) < 400 50 Y, € dom(f*). In addition,
we have y,, > £&= = D > po i f(l)l and 1 € dom(f)
by assumption. As a result, for any € > 0, there exists an n
such that we obtain y,, > w — e. Thus supdom(f*) > w
which concludes the second inequality. > Plugging into (3),
we get

Sus(pllo)
Tr[M,p)
= sup Tr[M,olf <> (1D
{M,} PVMZ ] Tr[M, o]
= sup sup  Tr[M,pl|ze — Tr[Myo]f*(22)
{M,} PVYM = zy €Edom(f*)
(12)
= sup supZTf[szzp]—Tr[f*(zm)MgEa] (13)
{Mr} PVM {Zar} x
= sup supTr 2a M, * zaM, | o
e 25|22 p] [f (Z ) ]
(14)
= sup Tr[pw] — Tr[o f*(w)], (15)

we S spec(w)Cdom(f*)

where everywhere { M, } is a projective measurement and z,, €
dom(f*). Note that in the third line we used the fact that M,
are orthogonal projectors. a

2 We thank an anonymous reviewer for suggesting this argument.

Authorized licensed use limited to: The Chinese University of Hong Kong CUHK(Shenzhen). Downloaded on December 31,2025 at 10:30:09 UTC from IEEE Xplore. Restrictions apply.

© 2025 IEEE. All rights reserved, including rights for text and data mining and training of artificial intelligence and similar technologies. Personal use is permitted,

but republication/redistribution requires IEEE permission. See https://www.ieee.org/publications/rights/index.html for more information.



This article has been accepted for publication in IEEE Transactions on Information Theory. This is the author's version which has not been fully edited and
content may change prior to final publication. Citation information: DOI 10.1109/TIT.2025.3649040

IEEE TRANSACTIONS ON INFORMATION THEORY, VOL. XXX, NO. XXX, XXX

Table I shows the Fenchel conjugate of some common
functions.

Remark 1 We can recover Rényi divergences for a € [0,1)
by choosing

fa(t) = =t%  dom(fa) = Rxo

whose Fenchel conjugate is given in Table I. In this case, the
variational expression (8) becomes:

(16)

. _ - _wy T
S, (plo) = sup Tilp] = (1 =) T o (- 2) 777,

a7)

which becomes after the change of variable v = —

w.
-
a

Sz (pllo) = su% —aTr[py] — (1 —a)Tr oy T=]. (18)
v>

Then, since Dy o (pllc) = 15 log (_qu,fn (p||0)), we get
the variational expression established in [16] for « € (0, 1) (up
to a simple change of variable that is described in Remark 3).
Note that for o = 0, we interpret 7" as the projector on the
support of .

When o > 1, we consider the function?

fa(t){ta 20 om(f) =R

19
0 t<O0, (19
whose Fenchel conjugate is given in Table I. The expres-
sion (8) gives

St 4. (pllo) = sup a Tr[pw] + (1 — @) Tr [ow™=], (20)
) w>0

which also matches with the expression found in [16].
For the measured relative entropy, we choose f1(t) = tlogt
and dom( f1) = Rsq. This gives

S5 (pllo) = sup Trpw] — Tr [oe? ], 1)
weH

which again is equivalent to the expressions obtained in [21],

[16].

The variational expression (8) holds for all convex lower
semicontinuous functions f. However, the optimization pro-
gram as written is in general not a convex one unless additional
conditions are imposed, such as operator convexity of f*. The
theorem below gives a general sufficient condition under which
Si.;(pllo) can be expressed as a convex program and which
guarantees that the measured divergence and the one restricted
to projective measurements match. This is similar to the result
of [18, Theorem 5.8].

Theorem 2. Let f : R — RU {+o0} be a convex and lower
semicontinuous function such that (0,00) C dom(f), and let
f* be its Fenchel conjugate with domain dom(f*).

Assume v : J — dom(f*) is a one-to-one map from an
interval J C R to dom(f*) such that

e 1) is operator concave on J,

e f* o1 is operator convex on J.

° The reason we consider the function (19) defined on the whole of R instead

of just R~ is that the resulting Fenchel conjugate is defined on R~ ¢ instead
of the whole of R which is useful in the application of Theorem 2.

Then we have, for any p,o € F¢,

Su,f(pllo) = S5 s (pllo)

= sup {Tr[pp (V)] = Trlo(fTo)(V)]}. (22)

yEH, spec(y)CJ

Remark 2 Combining Theorem 2 with [5, Corollary 4.20],
it follows that under the conditions of the theorem, the data-
processing inequality of Sy ; holds under any positive trace-
preserving maps.

Remark 3 For all the examples mentioned in Remark 1,

such a ¢ can be found. In fact, for a € (0,3%], fi(z) =
(1- a)(%)_ﬁ is already operator convex so ¥(z) = z
works. For a € [$,1), we can choose J = R and

(A = (£5)7HN) = fa(ﬁ)*l%x. For o > 1, we can
also choose J = Rxg and ¢(\) = (f5)71(\) = a(25) "+ .
Similarly, for f(t) = tlogt, we choose J = Rso and
P(A) = (f*)7H(A) = 1+ log A. For all these examples, the
result (22) was already established in [16].

Another example is the measured total variation distance
which is obtained by taking frv (t) = |t —1| and dom(f) =
R. With this choice f}.(z) = z for z € dom(f}) =
[—3. 4]. Expression (22) then gives the well-known variational

formulation of the trace distance.

Proof of Theorem 2. The second equality in (22) is a simple
change of variables to (8), namely w = 1 (v). The inequality
Su,r(pllo) = Sy s(pllo) is clear and so it remains to show
the reverse inequality. Fix { M, } any POVM and note that we
can write, using the same argument as in (12)

" TMaolf <m> 23)

szsz Zf*(zm)Mzal .

Since 1) is a one-to-one map from J to dom(f*), we can do
the change of variables z, = ¥()\,) where A, € J, and so we
get

ZI:TT[MN]J“ (m)

D () Mp

= sup Tr —Tr

{zz}Cdom(f*)

(24)

= sup Tr —Tr

{A}CJ

Z I (¢(Az))MrU] .

By assumption, v is operator concave, and so using the
operator Jensen inequality [22]

u (Z Asz> = <Z \/E(AII)\/E> (25)
> () My, (26)

and similarly, since f* o) is operator convex we have

SO My > (f o) <Z AxMx> NG
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f@) dom(f) f*(2) dom(f*)  Props. of f* Props. of (f*)~1
on dom(f*) on range(f*)
—t* (@ € ]0,1)) Rso (1-a) (‘7‘2)7ﬁ R<o a € [0, %} op. con- « € [%, 1): op. con-
vex and monotone cave and monotone
t t>0 I
(a>1) R (a—1) (g) a—1 Rso « > 2: op. convex a > 1: op. concave
0 t<O0 and monotone
tlog(t) Rso e?~1 R Not applicable Op. concave and
monotone
%|t -1 R z [7%, %] Linear monotone Linear monotone

TABLE I: Convex functions f

Combining this relation with (24) gives

Xl (miage)

< T Ao M,
B {AsﬁléJ Ty <g ) p]
—Tr|f*oq (Z /\IMI> a] (28)
< sup Tr[yh(v)p] — Tx[(f* 0 ¥)(7)o] (29)
YEH, spec(y)CTJ
= Sy, r(pllo) (30)

where in the second inequality above we used v = > A\, M,
whose spectrum is in J since M, > 0 and Zx M,=1. 0O

III. UHLMANN’S THEOREM FOR MEASURED DIVERGENCES

Uhlmann’s theorem is a fundamental result in quantum
information theory that describes the relationship between the
fidelity of mixed quantum states and their extensions [8].
More specifically, it states that for any two quantum states
pa and o 4R, there exists an extension par of pa such that
the fidelity F'(par,ora) equals the fidelity F(pa,o4). The
following result generalizes the renowned Uhlmann’s theorem
to measured f-divergences in general.

Theorem 3 (Uhlmann’s theorem for measured f-divergences).
Let f be a convex lower semicontinuous function such that
(0,00) C dom(f). If its Fenchel conjugate f* is operator
convex and operator monotone on dom(f*) and inf{z : z €
dom(f*)} = —oo, then for any pa € D(A) and osr €
. (AR), we have
inf

pAREXr (AR)

Trr pAR=pA
Similarly, if f* dom(f*) — range(f*) is one-to-one
and (f*)~1 is operator concave and operator monotone on
range(f*) and sup{\ : X € range(f*)} = +oo, then for any
par € P(AR) and o4 € ;. (A), we have

Su.f(parlloar) = Suf(palloa). (3D

inf
ocAREHY (AR)
Trroar=0a

SM,f(PARHUAR) = Shl,f(pA||UA)' (32)

In addition, the infimum in both equations is attained.

Remark 4 We leave it as an open question whether such
a result can be extended to other choices of f. However,

and their Fenchel conjugates

only assuming that f* is operator convex and monotone on
dom(f*) is not sufficient. For example, the trace distance
does not satisfy the Uhlmann property, but as mentioned in

11
Remark 3, we have f7,(z) = z for z € dom(f*) = [~3, +5]
which is clearly operator convex and monotone.

Remark 5 Let ¢ra be a purification of p4. Then the set
of all extensions of p4 can be obtained by ranging over
all completely positive trace-preserving (CPTP) maps g r
acting on the purifying system R, i.e.,

{par € H(RA) : Trgpar = pa}
= {(idA ®5R~>R)(¢AR) :ERLR E CPTP}.

This can be similarly proved as [23, Lemma 10]. More
explicitly, it is clear that “D” holds. Now for any extension
par of pa. We have pap = pgl/QpARp;/g. Then we have
par > 0 and Trgr par = Ia. From the Choi-Jamiolkowski
isomorphism, we know that there exists a CPTP map Nr_r
such that par = id4a @ Ng_r(®PRra), where P4 denotes the
unnormalized maximally entangled state. Thus, we get par =
ida © Nposr(p*®rapl?). Denote Yga = p'{*Prapl{’
We know that ¢ 4 is a purification of p 4. Due to the isometric
equivalence between purifications, there exists an isometry
URr—, i on the system R such that Yp4 = ida QUR—r(dRA).
This gives par = ida @ Nrr o Ur_r(PrA). SO we have
the “C” direction. As a result, Eq. (31) can be equivalently
reformulated in terms of purifications and channels. Let ¢ 4r

be any purification of p4. Then we have

(33)

inf

£ECPTP Su,r((ida ® Ersr)(@ar)oar) = Sus(palloa),

where the infimum is over all CPTP maps £i_, p acting on
the purifying system [R. When o4 is a pure state, this for-
mulation closely parallels the original Uhlmann’s theorem for
the fidelity [8], which involves optimization over isometries on
the purifying system. Similarly, Eq. (32) can be reformulated
as: for any purification ¥ 4p of o4, we have

P Sw,f(parl(ida ® Er—r)(Yar))

inf =
£€CPT

Suf(palloa).

Proof. We establish the result for Eq. (31) first. Recall the
variational expression in Eq. (22) with ¢ = id:

{Tr[py] = Trlo f*(v)]}. (34)

SMJ(P”") = sup
YEH

spec(y) Cdom(f*)
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We now use Sion’s minimax theorem [24, Corollary 3.3] to
get

inf S o
pAREH:(AR) M’f(pARH AR)
Trr pArR=pA
= sup inf 35)
YAREH(AR) PAREHL(AR)

spec(yar)Cdom(f™) Trr pArR=pA
{Tr[parvar] — Trloarf*(var)]}.

In fact, the set {par € J4G(AR) : Trrpar = pa} is
compact and convex and {yar € J(AR) : spec(yar) C
dom(f*)} is convex. In addition the expression Tr[parYar]—
Trloarf*(var)] is concave in y4r (because f* is operator
convex) and linear in psr. Now, by semidefinite program-
ming duality (e.g. [25, Section 1.2.3]), we have for a fixed
var € H(AR)

inf Tr ARVYAR| = sup Tr AAA . (36)
PAREI 4 (AR) Paryar] As€H(A) % ]
Trr parR=pa AaA®IR<vVAR

In fact it is clear that the infimum is finite as 0 < pap <
Tr[pallar and Ag = —([|varlleo + 1)14 is strictly feasible
for the dual. As a result,

inf Su,f(parlloar)
PAREH4(AR) !
Trr parR=pa
= sup sup
YAREIH (AR) A€t (A)

spec(yar)Cdom(f*) AaA®IrR<vaR
{Tr[pada] — Trloarf*(var)l}. 37)

Note that we can obtain a lower bound on the supremum (the
easy direction) by restricting ourselves to yar = A4 ® [ and
observing that f*(As ® Ir) = f*(Aa) ® Ig:
inf
pPAREIH4(AR)
Trr pAR=pA

Su.f(parlloar)

> sup {Tr[pAAA] — TI'[O'Af*(AA)]}
A€ (A)

spec(Aa)Cdom(f*)
= Su.f(palloa).

(38)

(39)

For the other direction, as f* is operator monotone we have for
any feasible (yag, Aa), it holds that f*(yar) > f*(Aa)®IR.
This then implies

inf S o
pAREH:(AR) M7f(pAR|| AR)

Trr paArR=pA

< sup sup  {Tr[paAa] — Trloaf"(Aa)]}
YArREIH (AR) ANaest(A)
spec(var)Cdom(f*) Aa®Ir<var
(40)
< sup {Tr[paAa] — Tr[oaf*(Aa)]} (41)
AAEH(A)
spec(A a)Cdom(f*)
= Su,t(palloa). (42)

In the second inequality, we used the condition inf dom(f*) =
—oo to get that Ay ® I < yag and spec(yar) C dom(f*)
implies spec(A4) C dom(f*). This establishes (31).

To prove that the infimum is attained, it is well-known
that a lower semicontinuous function attains its infimum

on a compact set [26, Theorem 7.3.1]. This can be more
explicitly argued as follows. For any n > 1, we can
take pZ% € J.(AR) satisfying Trp pgl]){ = pa such that
0 < Sus(0loar) — Swplpalloa) < L. As the set
{par € . (AR) : Trrpar = pa} is compact, we can
find a converging subsequence lim; ;. p%]{) = pXgr- By
construction, Trg p%’r = pa so the data processing inequality
(see Remark 2) gives Sy f(pXgllcar) > Swu,f(palloa). As
Sw,# can be written as the supremum of lower semicontinuous
functions, it is also lower semi-continuous. This implies that

(ni)

Su.f(palloa) = 11520 Sw,t(Par

0AR) > Swu,f(pArlloAR)-
(43)

So the infimum is attained at p3p.
The proof of Eq. (32) is similar. Recall the variational
expression in Eq. (22) with ¢ = (f*)~1:

Su.r(pllo) = sup {Te[p(f*) =" (9)] = Trlon]} .
YES
spec(y) Crange(/°)

(44)

We now use Sion’s minimax theorem [24, Corollary 3.3] to
get

inf S o
0 AREH4(AR) M7f(pARH AR)
Trroar=04
= sup inf 45)
YAREI (AR) oAREH4(AR)

spec(yar)Crange(f*) TYROAR=0A
{Trlpar(f*) " (var)] — Trloaryar]} -

In fact, the set {oar € . (AR) : Trroar = 04} is compact
and convex and {yagr € S (AR) : spec(yar) C range(f*)}
is convex. In addition the expression Tr[par(f*) " (var)] —
Tr[ocarvaR] is concave in y4r and linear in o45. Now, by
semidefinite programming duality, we have

sup TrloarYAR] = inf TrloaAal. (46)
oAREH(AR) AAA €A (A)
Trr CAR=0A A®IR>YAR

In fact it is clear that the supremum is finite as 0 < o4p <
Trloallag and Ay = (||varlleo +1)14 is strictly feasible for
the dual. As a result,

inf S, o
oanesd ) w,f(Parloar)
TrroarR=0A4
= sup sup

YAREIH (AR) Aa€st(A)

spec(yar)Crange(f*) AAQIR>vAR
{Trlpar(f*) " (var)] — Tr(cala)]}. (47)

Note that we can in particular choose y4r = Aq ® Ir and
get the easy direction:

inf S,
e w,f(parlloAR)
Trroar=0Aa
> sup {Trlpa(f*) "1 (Aa)] — Tr[oahal}
A€ (A)
spec(A a)Crange(f™)
(48)
= Su,r(palloa). (49)
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For the other direction, as (f*)~! is operator monotone we
have for any feasible (v,A), it holds that (f*)~'(yar) <
(f*)"Y(A4) ® Ig. In addition, as suprange(f*) = +oo
and spec(yar) C range(f*), we have that spec(Ay) C
range(f*). In fact, f* is continuous on its domain since it is
a univariate lower semicontinuous convex function, and thus
range(f*) is an interval, which by our additional assumption,
is of the form [a, +00) or (a,+00). This then implies
inf
ocAREH 4 (AR)
Trroar=0a

Su,f(parlloar)

< sup {Tr[pa(f*) " (Aa)] — Tr[oaAal}
AAEH(A)
spec(A a)Crange(f™)
(50)
= Su,f(palloa). (51)

This establishes (32). The attainment of the infimum follows
the same proof as before. O

As an immediate corollary, we obtain the following result
of Rényi divergences.

Corollary 4 (Uhlmann’s theorem for measured Rényi diver-
gences). Let pa € Z(A), oar € #:(AR), and o € [0, 3],
then
inf
pAREIH 4 (AR)
Trr pAR=pA
Similarly, let par € ZY(AR),04 € Hi(A) and o €
[1,400] 4, then

Dl\i,a(PARHUAR) = DM,a(PA”UA)- (52)

inf
cAREIy (AR)
Trroar=0a

DM,a(PARHCTAR) = DM,a(PA||O'A)~ (53)

In addition, the infimum in both equations is attained.

Remark 6 Note that for a« > 1, it is easy to see that
Uhlmann’s property in the first argument (i.e., (52)) cannot
hold in general. In fact, we can choose ps = |0)(0] and the
Bell state 0 ar = |®)(®| where |®) = %(\00) + |11)), then
Dy o(palloa) = log2 but Dy o(parlloar) = +oo for any
extension pap of pa.

Proof. For a € |0, %} as previously mentioned, we have
fiz)=(1 —a)(%)_ﬁ and dom(f*) = R.g. In this case,

f& is operator convex, operator monotone and the domain is
unbounded from below.

For a € [1,1), we also have f:(2) = (1—a)(=%) 7% and
dom(f’) = R<o. But in this case, we check the conditions
for (32): we have f* is one-to-one with range(f%) = Ryo
and (f*)71(\) = —a(ﬁ)_l_Ta which is operator concave,
operator monotone and we have sup range(f) = +0o0.

For o > 1, we have fi(z) = (a — 1)(£)°" with
dom(f) = range(f') = Rso. Thus, (f)'(\) =

a .
«Q (L) a 1S operator concave, operator monotone and
a—1

sup range(f¥) = +o0.

4 When o = 1, Dy, is interpreted as Dy When a = +o00, Dy is
interpreted as Dmax.

For o = 1, recall that f1(¢t) = tlogt, and thus we have
fi(z) = =1 with dom(fy) = R and range(f;) = Rxo.
Thus (ff)~1()\) = 1+ log\ is operator concave, operator
monotone and sup range(f;) = +oo.

For a = +o0, we take supremum over « € [1,400).
Note that Dy o(p||o) is lower semicontinous in (p,o) for
every a € [l,+00) [27, Proposition 18] and monotonic
increasing in « for every (p,o) [27, Proposition 22]. So
we can use the minimax theorem in [28, Corollary A.2] to
exchange the supremum and infimum. Finally, noting that
SUPy>1 Do (pll0) = Dmax(pllo), we have the desired re-
sult. As Dyax(pllo) is lower semicontinous in (p,o) [27,
Proposition 18], the infimum is attained on a compact set [26,
Theorem 7.3.1]. O

The case o = % corresponds to the fidelity as DM’% =
—2log F', where F is the fidelity; see [29], [14]. Thus,
Uhlmann’s theorem is the special case o = % of this the-
orem. The case & = +oo was shown in [9]. Moreover, the
regularized Uhlmann’s theorem from [9] follows easily from
this theorem. Note that the result in [9] is shown for a > 1,

whereas the following result applies more generally.
Let Dg o (pllo) := =15 log Tr {alz_Tapalz_Ta] be the sand-
wiched Rényi divergence [30], [31].

Corollary 5. Let par € Z(AR),04 € . (A) and o €
[1,400], then

1
lim — inf Dq o, (p8% ngpn) = Dg o .
N—00 N, g gngn €54 (A" R™) > (pAR||GA f ) > (PAHUA)

_®n
Trrn oangn=0}y

(54)

Proof. Applying Corollary 4 to the states p%7 and o§", we
get

f Dya(p3plloanrn) = Dya(p3"105™).
UAanGIEﬁ—(A"Rn) M-,OL(IDARHUA o ) Mya(pA ||UA )
TI‘Rn O'Aan:O'%n

(55)

By the asymptotic equivalence of the measured Rényi diver-
gence and the sandwiched Rényi divergence [10, Lemma 28],
applied with %,, = {oangn € JL(A"R™) : Trpn opngn =
o’f’"} (which is convex, compact, and permutation invariant),
we obtain

1
lim — inf

D N .
N0 N o an pn € By sa(parlloanrn)

1
= lim —

i Xn
n—oo n aAn}%I}Lfeggn Dhi,o(PARlloan B). (56)
Combining Eq. (55), Eq. (56) and the fact that

limy o0 = Dy o (p5"]|09") = Ds.a(palloa) [14, Corollary

n
3.8], we have the asserted result. O

Remark 7 Note that the set %, defined in the proof above
satisfies all assumptions (A.1)-(A.4) in [10, Assumption 25].
In fact, (A.1) and (A.2) are clear and T‘FRIRQ(O'SI)Rl ®
o) = i) @ o) so (A3) is satisfied. The condition
(A.4) states that the support function is submultiplicative, i.e.,

Wty (Xampm @ Xgrpr) < hag,, (Xamgm)ha, (X axpr).
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For that, recall that we have obtained a dual formulation for
the support function of the sets %, in (46). We use this same
dual formulation to establish the desired submultiplicativity:

ha,,...(Xampm @ X grpr)

where the second line follows from the definition of Umegaki
relative entropy and the third line follows by denoting g as
the Fenchel conjugate of g, : w — D(p||w), with dom(g,) =
{w>0:p<w}, ie, for 7 € 7, g;(1) = sup,,~o Trlwr] —
D(pllw).” Let us show that dom(g%) = {7 < 0 : supp(p) C

= sup (57)  supp(7)}. In fact, we can write
O gk gmtk €I (AT TR RMTR)
TrRm,+k T pam+k gm+k :U§WL+k g* (T)
P
TI‘(O'Am+kR7n+A-, XAmRm X XAkRk)
= su A; Tr|IL; 7] + log A\; Tr[pll;] — Tr[plo
_ nf Te(0S™ A yie) (58) o Z [I1;7] + log A; Tr[pIL;] — Tr[plog p]
A gk €H(ATTF) (66)
A gtk @I gtk >Xampm @X am gpm
< inf Te(o@™ A g @ Age) = — Trlplogp] + sup Y sup A; Te[TL7] + log A; Tr[pIT,].
Aam €S(A™),A € (AF) {IL}: 5 ik
Aam QA kI pmyk 2 Xam pm X Jk gk (67)
(59
< inf Tr(aii{m A Am)’I‘r(aﬁ’k A ) where the supremum is over orthogonal projectors II; with
Aam €A (A™),A 4 € (AF) >;I; = I and A\; > 0. This quantity is finite if and only
TR o if for all i, we have Tr[IL;7] < 0 or if Tr[Il;7] = 0, then
(60) Tr[p.HZ-} =0. As g, i.s lower semicontinuous, the. biduality
— hap (X am g Yhoz, (X an s )- 61) relation of Fenchel conjugate [20, Theorem 12.2] gives

Thus, the results of [10] characterize the asymmetric hy-
pothesis testing problem between {p% 5} and %,. A related
hypothesis testing scenario was considered in [32]. The au-
thors of [32] studied hypothesis testing between {p%7%} and
{p%" ® opn : 0 € Z(R™)} and demonstrated that the Rényi
mutual information is the strong converse exponent in this
context. Similarly, we expect Corollary 5 can be used to
establish the strong converse exponent for hypothesis testing
between pG7 and B,,.

IV. DUALITY WITH THE QUANTUM RELATIVE ENTROPY

This section is specific to the measured relative entropy (i.e.,
f(t) = tlogt): we utilize the variational expression for Dy, to
derive a duality relation with the Umegaki quantum relative en-
tropy which is defined by D(p|lo) = Tr(plog p) — Tr(plog o)
when the support of p is included in the support of o and +oc0
otherwise. For a quantum divergence D and a set % of positive
operators, we write D(p||%) := inf,c¢ D(p||o).

Proposition 6. Let p € P and € C % be an non-empty
compact convex set, such that supp(p) C supp(w) for some
w € €. Then it holds that

D(pl|€) + Du(pl6?,) = D(pllI),

where €° := {X : Tr[XY] < 1,VY € €} is the polar set
and €Y, = €° N .

(62)

Proof. By the variational expression for the measured relative
entropy [21], [16] also presented in (21), we have

Du(pllo)

= sup Trlplogw]+1— Trlow] (63)
[BISK

= sw —D(pllw) = Tr[ow] + 1+ D(p[I) (64
we S+

=g,(=0) + 1+ D(p|lI), (65)

D(pllo) = g,(o) (68)
= sup Trlow] - g;(w) (69)
wedom(g;)
= sup Trlow] — g5 (w) (70)
w<0
= sup Tr[ow] — Dy(p|| —w) + D(p|lI) +1 (71)
w<0
= sup — Tr[ow] — Dy(p|lw) + D(p||I) + 1. (72)
w>0

In the second line we used the fact that for any w € dom(g})
and any € > 0, we have (1 — €)w + ¢(—1) < 0 and

gp(w) =1im gy (1 — e + €(=1)) (73)

which follows by applying [20, Theorem 7.5]. Note that the
theorem applies because —/ is in the interior of dom(g;) and
g; is lower semicontinuous. The third line (71) follows from
Eq. (65), and the last line follows by replacing w with —w.
Optimizing over o € ¥, we have

D(pl¢) = inf D(pllo) (74)
= inf sup —Trjow] — Dy(p|lw)+ 14 D(p||I). (75)
UG%UJG,%H-

Since Dy (pllw) is convex in w, the above objective function
is concave in w and convex (actually linear) in o. Moreover,
since € is a compact convex set by assumption, we can use
Sion’s minimax theorem [24, Corollary 3.3] to exchange the
infimum and supremum. This gives

D(pll#) = sup inf — Trfow] — Dy(pllw) + 1+ D(p]|1).
WE Sy OETE
(76)

> Note that g%(7) = SUP,cdom(g,) TrwT] — D(pllw) = sup,, ¢ Trlwr] —

D(p||w) since for any w > 0, D(p|lw) = lim o D(pllw + €I)
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Let he(w) := sup,cq Tr[ow] be the support function of %
We get

D(pl|?) = Sup —he(w) = Du(pllw) + 1+ D(pllI) (77)

—~
=

= sup  —Du(p|lw) + D(p|l]) (78)

WE I+t
he (w)=1

~Du(pllw) + D(p|11) (79)

(©

= _DM(IO”(KEJ +D(p||[), (80)

To see why (a) holds, let w be any feasible solution in the
first line and define @ = w/he(w). Then he (W) = 1 and we
will see that w achieves an objective value no smaller than w
as

—Dy(pllw) = =Dy (pllw) —log he(w)

—Du(pllw) — he(w) +1

(81)
(82)

Y

where the inequality follows from the fact that logx < x — 1.
The step (b) follows by the same argument. Suppose w is a
solution in the third line, let @ = w/h«(w) and we can check
that W gives an objective value no smaller than the second
line. Finally, we have the step (c) by the fact that hey(w) < 1
if and only if w € €° and the notation that €2, = €° N J.,.
This completes the proof. O

Remark 8 By the bipolar theorem in optimization theory
(¢°)° = conv(% U{0}) [33, Exercise 1.15] together with
the dominance property Dy (pl|Ac) > Dy(p|lo) for A €
(0, 1], one obtains a similar duality D(p||€2.) + Du(p||€) =
D(p||I). Such duality relations allow one to transfer additivity
properties between the two terms. For example, if the polar set
(€,,)° is closed under tensor products—a technical assumption
in many recent applications (e.g., [10], [11], [12], [13])—then
D(p®™||(¢n)%4) is clearly subadditive by definition, which
in turn implies superadditivity of Dy (p®"||%},). This super-
additivity underpins several recent results, as cited above. The
duality relation thus provides a more intuitive explanation for
why measured relative entropy exhibits superadditivity when
the polar sets satisfy this property. The same reasoning applies
when swapping the roles of D and D,,. These insights are in
the same spirit as recent progress on the Frenkel representation
of quantum relative entropy [34], which offers a direct route
to proving the data-processing inequality—often challenging
from the original definition, but straightforward from this new
perspective.

Since the measured relative entropy coincides with the
quantum relative entropy in the classical case, we can replace
D, with D, obtaining an equality expressed solely in terms
of the relative entropy. In the quantum case, if we consider the
regularized divergence D™ (p||€) = lim,,_,00 2D (p®"|%),),
we get a self-duality for the quantum relative entropy as
follows.

Corollary 7. Let p € 9. Let {%,, }nen be a sequences of sets
satisfying €, C H,(H®) and Duax(p®"||6n) < cn, for all

n € N and a constant ¢ € R,. In addition, each €, is convex,
compact and permutation-invariant, and €, @ €, C Cm+tk
for any m,k € N. Then it holds that

D>=(pll€) + D= (pl€7,) = D(pllI). (83)
Proof. By Proposition 6, we know that
1 n 1 n o
SD(p" %) + - Du(p™"(6)%) = DipllD).  (84)

Since the first term on the left-hand side is subadditive
(see [10, Lemma 26]), its limit exists when n goes to infinity
by Fekete’s lemma. By the equality relation, the limit for the
second term on the left-hand side also exists. Therefore, we
have

. 1 n . 1 n o
Jim Lo ||%,,>] " [nlggo Lpus)
— DD, 89)

Finally, we complete the proof by noting that the second term
on the left-hand side is equal to the one with quantum relative
entropy (see [10, Lemma 28]). o

V. DISCUSSIONS

In this work, we have established Uhlmann’s theorem for
general measured f-divergences, which includes the measured
Rényi divergences as special cases and generalizes the well-
known Uhlmann’s theorem for the fidelity. The significance
and potential applications are as follows:

o (Fundamental importance:) Uhlmann’s theorem is a
cornerstone in quantum information theory. It has applica-
tions in various subareas, ranging from quantum Shannon
theory [25] and quantum computing [35] to quantum
gravity [36]. A concrete example for the latter is the con-
struction of the holographic dual of the bulk symplectic
form in an entanglement wedge. The construction relies
on evaluating the fidelity via a particular replica trick
and uses Uhlmann’s theorem as a key ingredient. This
naturally prompts the question (see Footnote 4 of [36])
of whether the construction extends to Rényi divergences
and, if so, whether the resulting conclusions remain
consistent. Moreover, having an Uhlmann’s theorem for
a quantum divergence is of fundamental interest, as it
serves as a criterion for classifying divergences into
different types. Note that Uhlmann’s theorem cannot
hold for any “sufficient” quantum divergence (in the
sense that saturation of the data processing inequality
D(®(p)||®(c)) = D(p|lo) implies the reversibility of ®
on {p,o}). Since most commonly used quantum Rényi
divergences, including the Petz and sandwiched Rényi
divergences, are sufficient in this sense, they cannot
satisfy Uhlmann’s theorem (except for degenerate cases).
This fundamentally distinguishes measured f-divergences
from other quantum divergences and highlights their
unique mathematical structure.

« (Existing application:) In the case of « > 1, the
Uhlmann’s theorem for regularized sandwiched Rényi
divergence proved in [37] already plays a crucial role in
deriving the generalized entropy accumulation theorem,
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which is then used in quantum cryptographic tasks such
as blind randomness expansion. Our work establishes
Uhlmann’s theorem directly for the measured Rényi
divergence in the single-letter case, which provides a
conceptually clearer and technically simpler proof of the
chain rule in [37]. Our Uhlmann theorem for measured
divergences can potentially be used to obtain improved
chain rules, e.g. improving the measured divergence term
in [38, Corollary 4] by taking partial traces when the
channel F satisfies a non-signalling property. We leave
this for future work.

(Potentially new application:) The Uhlmann’s theorem
for measured divergence provides a potential approach
to computing the amortized relative entropy for quantum
channels. Let A/, M be two quantum channels; their
amortized relative entropy is defined as

DA(N||M)
= sup DWNaop(pra)Masp(ora)) (86)
PRAORA
— D(prallora),

where the supremum is over all bipartite states pra, orA
with R being a reference system of arbitrary dimen-
sion. This quantity serves as the ultimate limit for the
asymptotic quantum channel discrimination problem, but
its computability remains open [39], [40]. The main
challenge for this is the potentially unbounded dimension
of the reference system R in the optimization. However,
our Uhlmann’s theorem implies that the dimension in an
analogous formula for measured relative entropy can be
restricted to the same size as system A. Specifically, if
we define the amortized measured relative entropy for
channels by

DA(N|IM)
= sup Dyu(Nasp(pra)|Masp(ora))

PRA;ORA
- Dhl(pRA||URA)a (87)

and consider a purification of pra as |p)gra, then by
Uhlmann’s theorem, there exists an extension ogpra for

opra such that Dy(¢rrallopra) = Du(prallora).
Moreover, by the data-processing inequality, we have

Dy(Nasp(pra)|Masp(ora))
< Dy(WNasp(¢pra)Massp(0ERA))-

This implies that
Dy (VM)

= sup
PERA,OERA

(88)

Dy(Nas(¢ErA)|[MasB(0ERA))

— Dy (¢ERAlloERA)- (89)

That is, the optimization can be restricted to pure states
¢Era. Rewriting the systems ER as R, we get

DG (NIM)
= sup DyWNasp(dra)|Masp(ora))

ORA,ORA
— Dy(érallora)- (90)

Suppose |R| > |A| and let A’ be isomorphic to A. For
any two purifications ¢ra and ¢ 44 of ¢4, there exists
an isometry Vg_, as such that |} a4 = VR a/|d)ra.
By isometry invariance of the measured relative entropy,
we get

D (N [M)
=¢ sup  Dy(Nasp(dara)|Masps(oara))
- Dh1(¢A/A||UA’A)7 (91)
with 4] =  JA. Let DWIM) =

sup,,, , DINa—5(pra)[[Ma—p(pra)) and its regular-
ization D (N M) := lim,_,0c 2 D(NE|ME™). We
can have similar definitions for D,;. Then we have the
relations that

1

~Du(WEME™) < DX (VM) (92)
= DI (VM) 93)
< DAWEME),  (94)

where the first inequality follows as Dy (-||-) < D(-|-),
the equality follows by the asymptotic equivalence of
measured relative entropy and quantum relative entropy
for permutation-invariant states (e.g. [10, Lemma 16,
17]), and the last inequality follows from the fact that
Dy(N||M) < DZN||M) and the subadditivity of
DZ(N||M) by definition. Note that D®(N||M) =
DA(N||M) as proved in [40]. Therefore, we have

%DM(N‘@"HM@") < DAW|M) ©95)
< %DQ(N‘@“IIM@”). (96)

It is clear that the lower bound I D, (N®"|M®")
converges to D>(N||M) and therefore D4 (N||M).
If we can show that the upper bound converges to
DA(N||M), then we would have established a sandwich-
ing of DA(N/|| M) between two sequences converging to
it, and both sequences can be computed in finite time.
This would imply the computability of D (N||M); that
is, there exists an algorithm that terminates in finite time
within additive error.
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